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Introduction

The switches in the Dell Networking N2000/N3000/N4000 series are stackable

Layer 2 and 3 switches that extend the Dell Networking LAN switching
product range. These switches include the following features:

* 1U form factor, rack-mountable chassis design.

*  Support for all data-communication requirements for a multi-layer switch,

including layer 2 switching, IPv4 routing, IPv6 routing, IP multicast,
quality of service, security, and system management features.

»  igh availability with hot swappable stack members.

The Dell Networking N2000/N3000/N4000 includes 13 switch models:
N2024, N2024P, N2038,N2048P, N3024, N3024F N3024P, N3048, N3048P,
N4032, N4032F, N4064, N4064F.

NOTE: Switch administrators are strongly advised to maintain Dell Networking
switches on the latest version of the Dell Networking Operating System (DNOS).
Dell Networking continually improves the features and functions of DNOS based
on feedback from you, the customer. For critical infrastructure, prestaging of the
new release into a non-critical portion of the network is recommended to verify
network configuration and operation with any new version of DNOS switch
firmware.

About This Document

This guide describes how to configure, monitor, and maintain Dell
Networking N2000/N3000/N4000 switches by using web-based Dell
OpenManage Switch Administrator utility or the command-line interface
(CLI).
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Audience

This guide is for network administrators in charge of managing one or more
Dell Networking series switches. To obtain the greatest benefit from this
guide, you should have a basic understanding of Ethernet networks and local
area network (LAN) concepts.

Document Conventions

Table 1-1 describes the typographical conventions this document uses.

Table 1-1. Document Conventions

Convention Description

Bold Page names, field names, menu options, button names, and
CLI commands and keywords.

courier font  Command-line text (CLI output) and file names

[] In a command line, square brackets indicate an optional
entry.
{} In a command line, inclusive brackets indicate a selection of

compulsory parameters separated by the | character. One
option must be selected. For example: spanning-tree mode
{stp|rstp| mstp} means that for the spanning-tree mode
command you must enter either stp, 1stp, or mstp

Italic In a command line, indicates a variable.
<Enter> Any individual key on the keyboard.
CTRL +Z A keyboard combination that involves pressing the Z key

while holding the CTRL key.
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Additional Documentation

The following documents for the Dell Networking series switches are
available at support.dell.com/manuals:

Getting Started Guide—provides information about the switch models in
the series, including front and back panel features. It also describes the
installation and initial configuration procedures.

CLI Reference Guide—provides information about the command-line
interface (CLI) commands used to configure and manage the switch. The
document provides in-depth CLI descriptions, syntax, default values, and
usage guidelines.
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Switch Feature Overview

This section describes the switch user-configurable software features.

% NOTE: Before proceeding, read the release notes for this product. The release
notes are part of the firmware download.

The topics covered in this section include:

System Management
Features

Stacking Features
Security Features
Green Technology Features

Power over Ethernet (PoE)
Plus Features

Switching Features

Virtual Local Area Network
Supported Features

Spanning Tree Protocol
Features

Link Aggregation Features
Routing Features
IPv6 Routing Features

Quality of Service (QoS)
Features

Layer 2 Multicast Features

Layer 3 Multicast Features
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System Management Features

Multiple Management Options
You can use any of the following methods to manage the switch:

*  Use a web browser to access the Dell OpenManage Switch Administrator
interface. The switch contains an embedded Web server that serves
HTML pages.

e Use a Telnet client, SSH client, or a direct console connection to access
the CLL The CLI syntax and semantics conform as much as possible to
common industry practice.

*  Use a network management system (NMS), like the Dell OpenManage
Network Manager, to manage and monitor the system through SNMP. The
switch supports SNMP v1/v2c/v3 over the UDP/IP transport protocol.

Nearly all switch features support a preconfiguration capability, even when
the feature is not enabled or the required hardware is not present.
Preconfigured capabilities become active only when enabled (typically via an
admin mode control) or when the required hardware is present (or both). For
example, a port can be preconfigured with both trunk and access mode
information. The trunk mode information is applied only when the port is
placed into trunk mode and the access mode information is only applied
when the port is placed into access mode. Likewise, OSPF routing can be
configured in the switch without being enabled on any port. This capability is
present in all of the management options.

System Time Management

You can configure the switch to obtain the system time and date through a
remote Simple Network Time Protocol (SNTP) server, or you can set the time
and date locally on the switch. You can also configure the time zone and
information about time shifts that might occur during summer months. If
you use SN'TP to obtain the time, you can require communications between
the switch and the SN'TP server to be encrypted.

For information about configuring system time settings, sec "Managing
General System Settings" on page 279.
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Log Messages

The switch maintains in-memory log messages as well as persistent logs. You
can configure remote logging so that the switch sends log messages to a
remote SYSLOG server. You can also configure the switch to email log
messages to a configured SMTP server. This allows you to receive the log
message in an e-mail account of your choice. Switch auditing messages, CLI
command logging, Web logging, and SNMP logging can be enabled or
disabled.

For information about configuring system logging, see "Monitoring and
Logging System Information" on page 243.

Integrated DHCP Server

Dell Networking series switches include an integrated DICP server that can
deliver host-specific configuration information to hosts on the network. The
switch DHCP server allows you to configure IPv4 address pools (scopes), and
when a host’s DHCP client requests an address, the switch DHCP server
automatically assigns the host an address from the pool.

For information about configuring the DHCP server settings, see
"Configuring DHCP Server and Relay Settings" on page 1037.

Management of Basic Network Information

The DHCP client on the switch allows the switch to acquire information such
as the IPv4 or IPv6 address and default gateway from a network DHCP server.
You can also disable the DHCP client and configure static network
information. Other configurable network information includes a Domain
Name Server (DNS), hostname to IP address mapping, and a default domain
name.

If the switch detects an IP address conflict on the management interface, it
generates a trap and sends a log message.

For information about configuring basic network information, see "Setting
the IP Address and Other Basic Network Information” on page 147.
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IPv6 Management Features

Dell Networking series switches provide IPv6 support for many standard
management features including HTTE, HT'TPS/SSL, Telnet, SSH, SNMP,
SNTP, TFTP, and traceroute on both the in-band and out-of-band

management ports.

Dual Software Images

Dell Networking series switches can store up to two software images. The dual
image feature allows you to upgrade the switch without deleting the older
software image. You designate one image as the active image and the other
image as the backup image.

For information about managing the switch image, see "Managing Images
and I'iles" on page 359.

File Management

You can upload and download files such as configuration files and system
images by using H'T'TP (web only), TF'TE Secure FTP (SI'TP), or Secure
Copy (SCP). Configuration file uploads from the switch to a server are a good
way to back up the switch configuration. You can also download a
configuration file from a server to the switch to restore the switch to the
configuration in the downloaded file.

You can also copy files to and from a USB Flash drive that is plugged into the
USB port on the front panel of the switch or automatically upgrade a switch
by booting it with a newer firmware image on a USB drive plugged in to the
switch.

For information about uploading, downloading, and copying files, see
"Managing Images and Files" on page 359.

Switch Database Management Templates

Switch Database Management (SDM) templates enable you to reallocate
system resources to support a different mix of features based on your network
requirements. Dell Networking series switches support the following three
templates:

*  Dual IPv4 and IPv6 (default)
* [Pv4 Routing
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¢ [Pv4 Data Center

For information about setting the SDM template, see "Managing General
System Settings" on page 279.

Automatic Installation of Firmware and Configuration

The Auto Install feature allows the switch to upgrade or downgrade to a
newer software image and update the configuration file automatically during
device initialization with limited administrative configuration on the device.
If a USB device is connected to the switch and contains a firmware image
and/or configuration file, the Auto Install feature installs the image or
configuration file from USB device. Otherwise, the switch can obtain the
necessary information from a DHCP server on the network.

% NOTE: Automatic migration of the startup configuration to the next version of
firmware from the current and previous versions of firmware is supported; the
syntax is automatically updated when it is read into the running-config. Check
the release notes to determine if any parts of the configuration cannot be
migrated. Save the running-config to maintain the updated syntax. Migration of
configuration is not assured on a firmware downgrade. When upgrading or
downgrading firmware, check your configuration to ensure that it implements the
desired configuration. Meta-configuration data (stack-port and slot
configuration) is always reset to the defaults on a downgrade on each stack unit.
As an example, Ethernet ports configured as stacking ports default back to
Ethernet mode on a downgrade.

For information about Auto Install, see "Automatically Updating the Image
and Configuration” on page 389.

sFlow

sllow is the standard for monitoring high-speed switched and routed
networks. sI'low technology is built into network equipment and gives
complete visibility into network activity, enabling effective management and
control of network resources. The Dell Networking series switches support
sllow version 5.

For information about configuring managing sI'low settings, see "Monitoring
Switch Traffic" on page 407.
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SNMP Alarms and Trap Logs

The system logs events with severity codes and timestamps. The events are
sent as SNMP traps to a trap recipient list.

For information about configuring SNMP traps and alarms, see "Configuring
SNMP" on page 323.

CDP Interoperability through ISDP

Industry Standard Discovery Protocol (ISDP) allows the Dell Networking
switch to interoperate with Cisco devices running the Cisco Discovery
Protocol (CDP). ISDP is a proprietary Layer 2 network protocol which inter-
operates with Cisco network equipment and is used to share information
between neighboring devices (routers, bridges, access servers, and switches).

For information about configuring ISDP settings, see "Discovering Network
Devices" on page 761.

Remote Monitoring (RMON)

RMON is a standard Management Information Base (MIB) that defines
current and historical MAC-layer statistics and control objects, allowing real-
time information to be captured across the entire network.

For information about configuring managing RMON settings, see
"Monitoring Switch Traffic" on page 407.
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Stacking Features

For information about creating and maintaining a stack of switches, see

"Managing a Switch Stack" on page 171.

High Stack Count

The Dell Networking N2000, N3000, and N4000 series switches include a
stacking feature that allows up to 12 switches to operate as a single unit. The
N2000 and N3000 series switches have two fixed mini-SAS stacking
connectors at the rear. N2000 series switches will stack with other N2000

series switches and Dell Networking N3000 series switches stack with other
N3000 series switches.

Dell Networking N4000 series switches stack with other Dell Networking
N4000 series switches over front panel ports configured for stacking.

Single IP Management

When multiple switches are connected together through the stack ports, they
operate as a single unit with a larger port count. The stack operates and is
managed as a single entity. One switch acts as the master, and the entire stack
is managed through the management interface (Web, CLI, or SNMP) of the
stack master.
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Master Failover with Transparent Transition

The stacking feature supports a standby or backup unit that assumes the
stack master role if the stack master fails. As soon as a stack master failure is
detected, the standby unit initializes the control plane and enables all other
stack units with the current configuration. The standby unit maintains a
synchronized copy of the running configuration for the stack.

Nonstop Forwarding on the Stack

The Nonstop Forwarding (NSF) feature allows the forwarding plane of stack
units to continue to forward packets while the control and management
planes restart as a result of a power failure, hardware failure, or software fault
on the stack master and allows the standby switch to quickly takeover as the
master.

Hot Add/Delete and Firmware Synchronization

You can add and remove units to and from the stack without cycling the
power. When you add a unit, the Stack Firmware Synchronization feature, if
enabled, automatically synchronizes the firmware version with the version
running on the stack master. The synchronization operation may result in
either an upgrade or a downgrade of firmware on the mismatched stack
member. Once the firmware is synchronized on a member unit, the running-
config on the member is updated to match the master switch. The startup-
config on the standby and member switches is not updated to match the
master switch due to configuration changes on the master switch. Saving the
startup config on the master switch also saves it to the startup config on all
the other stack members. The hardware configuration of every switch is
updated to match the master switch (unit number, slot configuration, stack
member number, etc.).
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Security Features

Configurable Access and Authentication Profiles

You can configure rules to limit access to the switch management interface
based on criteria such as access type and source I[P address of the
management host. You can also require the user to be authenticated locally or
by an external server, such as a RADIUS server.

For information about configuring access and authentication profiles, see
"Configuring Authentication, Authorization, and Accounting" on page 207.

Password-Protected Management Access

Access to the Web, CLI, and SNMP management interfaces is password
protected, and there are no default users on the system.

For information about configuring local user accounts, see "Configuring
Authentication, Authorization, and Accounting" on page 207.

Strong Password Enforcement

The Strong Password feature enforces a baseline password strength for all
locally administered users. Password strength is a measure of the effectiveness
of a password in resisting guessing and brute-force attacks. The strength of a
password is a function of length, complexity and randomness. Using strong
passwords lowers overall risk of a security breach.

For information about configuring password settings, see "Configuring
Authentication, Authorization, and Accounting" on page 207.

TACACS+ Client

The switch has a TACACS+ client. TACACS+ provides centralized security
for validation of users accessing the switch. TACACS + provides a centralized
user management system while still retaining consistency with RADIUS and
other authentication processes.

For information about configuring TACACS + client settings, sce
"Configuring Authentication, Authorization, and Accounting” on page 207.
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RADIUS Support

The switch has a Remote Authentication Dial In User Service (RADIUS)
client and can support up to 32 named authentication and accounting
RADIUS servers. The switch also supports RADIUS Attribute 4, which is the
configuration of a NAS-IP address. You can also configure the switch to
accept RADIUS-assigned VLAN.

For information about configuring RADIUS client settings, see "Configuring
Authentication, Authorization, and Accounting" on page 207.

SSH/SSL

The switch supports Secure Shell (SSH) for secure, remote connections to
the CLI and Secure Sockets Layer (SSL) to increase security when accessing
the web-based management interface. The SSIH server can be enabled or
disabled using the ip ssh command.

For information about configuring SSI and SSL settings, see "Configuring
Authentication, Authorization, and Accounting” on page 207.

Inbound Telnet Control

By default, the switch allows access over Telnet. The administrator can enable
or disable the Telnet server using the ip telnet command. Additionally, the
Telnet port number is configurable using the same command.

For information about configuring inbound Telnet settings, see "Configuring
Authentication, Authorization, and Accounting" on page 207.

Denial of Service

The switch supports configurable Denial of Service (DoS) attack protection
for eight different types of attacks.

For information about configuring DoS settings, see "Configuring Port and
System Security" on page 503.

Port Protection

A port may be put into the diagnostically disabled state for any of the
following reasons:
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* BPDU Storm Protection: By default, if Spanning Tree Protocol (STP)
bridge protocol data units (BPDUs) are received at a rate of 15pps or
greater for three consecutive seconds on a port, the port will be
diagnostically disabled. The threshold is not configurable.

*  DHCP Snooping: If DHCP packets are received on a port at a rate that
exceeds 15 pps, the port will be diagnostically disabled. The threshold is
configurable up to 300 pps for up to 15s long using the ip dhcp snooping
limit command. DHCP snooping is disabled by default. The default
protection limit is 15 pps.

*  Dynamic ARP Inspection: By default, if Dynamic ARP Inspection packets
are received on a port at a rate that exceeds 15 pps for 1 second, the port
will be diagnostically disabled. The threshold is configurable up to 300 pps
and the burst 1s configurable up to 15s long using the ip arp inspection
limit command.

*  Spanning tree: Spanning tree will diagnostically disable an interface when
it is unable to update the internal state of the interface for more than 90
seconds or when the internal message butfer for an interface overflows.

*  SKFP+ transceivers: SFP+ transceivers are not compatible with SEP slots
(M3024F front panel ports). To avoid damage to SFP+ transceivers
mistakenly inserted into SFP ports, the SFP port is diagnostically disabled
when an SFP+ transceiver is detected.

¢ ICMP storms: Ports on which ICMP storms are detected are diagnostically
disabled. The rate limit and burst sizes are configurable separately for IPv4
and IPv6.

A port that is diagnostically disabled may be returned to service using the no
shut command.

Captive Portal

The Captive Portal feature blocks clients from accessing the network until
user verification has been established. When a user attempts to connect to
the network through the switch, the user is presented with a customized Web
page that might contain username and password fields or the acceptable use
policy. You can require users to be authenticated by a local or remote RADIUS
database before access 1s granted.

For information about configuring the Captive Portal features, see "Captive
Portal" on page 543.
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Dot1x Authentication (IEEE 802.1X)

Dotlx authentication enables the authentication of system users through a
local internal server or an external server. Only authenticated and approved
system users can transmit and receive frames over the port. Supplicants are
authenticated using the Extensible Authentication Protocol (EAP). PEAP,
EAP-T'TL, EAP-T'TLS, and EAP-TLS are supported for remote authentication
servers. Local (IAS) authentication supports EAP-MDS5 only.

For information about configuring IEEE 802.1X settings, see "Configuring
Port and System Security" on page 503.

MAC-Based 802.1X Authentication

MAC-based authentication allows multiple supplicants connected to the
same port to each authenticate individually. For example, a system attached
to the port might be required to authenticate in order to gain access to the
network, while a VoIP phone might not need to authenticate in order to send
voice traffic through the port.

For information about configuring MAC-based 802.1X authentication, see
"Configuring Port and System Security" on page 503.

Dot1x Monitor Mode

Monitor mode can be enabled in conjunction with Dotlx authentication to
allow network access even when the user fails to authenticate. The switch logs
the results of the authentication process for diagnostic purposes. The main
purpose of this mode is to help troubleshoot the configuration of a Dotlx
authentication on the switch without affecting the network access to the
users of the switch.

For information about enabling the Dot1X Monitor mode, see "Configuring
Port and System Security" on page 503.

MAC-Based Port Security

The port security feature limits access on a port to users with specific MAC
addresses. These addresses are manually defined or learned on that port.
When a frame is seen on a locked port, and the frame source MAC address is
not tied to that port, the protection mechanism is invoked.

For information about configuring MAC-based port security, see "Configuring
Port and System Security" on page 503.
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Access Control Lists (ACL)

Access Control Lists (ACLs) ensure that only authorized users have access to
specific resources while blocking off any unwarranted attempts to reach
network resources. ACLs are used to provide traffic flow control, restrict
contents of routing updates, decide which types of traffic are forwarded or
blocked, and above all provide security for the network. The switch supports
the following ACL types:

* [Pv4 ACLs
* [Pv6 ACLs
* MACACLs

For all ACL types, you can apply the ACL rule when the packet enters or exits
the physical port, LAG, or VLAN interface.

ACL:s can be used to implement policy-based routing (PBR) to implement
packet routing according to specific organizational policies.

For information about configuring ACLs and PBR, see "Configuring Access
Control Lists" on page 583.

Time-Based ACLs
With the Time-based ACL feature, you can define when an ACL is in effect
and the amount of time it is in effect.

For information about configuring time-based ACLs, see "Configuring Access
Control Lists" on page 583.

IP Source Guard (IPSG)

IP source guard (IPSG) is a security feature that filters IP packets based on
the source ID. The source ID may either be source IP address or a source IP
address source MAC address pair as found in the local DHCP snooping
database. IPSG depends on DHCP Snooping to associate IP address with
MAC addresses.

For information about configuring IPSG, see "Snooping and Inspecting
Traffic" on page 879.
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DHCP Snooping

DHCP Snooping is a security feature that monitors DHCP messages between
a DHCP client and DHCP server. It filters harmful DHCP messages and
builds a bindings database of (MAC address, IP address, VLAN ID, port)
tuples that are specified as authorized. DHCP snooping can be enabled
globally and on specific VLANS. Ports within the VLAN can be configured to
be trusted or untrusted. DHCP servers must be reached through trusted ports.

For information about configuring DHCP Snooping, see "Snooping and
Inspecting Traffic" on page 8§79.

Dynamic ARP Inspection

Dynamic ARP Inspection (DAI) is a security feature that rejects invalid and
malicious ARP packets. The feature prevents a class of man-in-the-middle
attacks, where an unfriendly station intercepts traffic for other stations by
poisoning the ARP caches of its unsuspecting neighbors. The malicious
station sends ARP requests or responses mapping another station's IP address
to its own MAC address.

Dynamic ARP Inspection relies on DIICP Snooping.

"

For information about configuring DAL see "Snooping and Inspecting Traffic
on page 879.

Protected Ports (Private VLAN Edge)

Private VLAN Edge (PVE) ports are a Layer 2 security feature that provides
port-based security between ports that are members of the same VLAN. It is
an extension of the common VLAN. Traffic from protected ports is sent only
to the uplink ports and cannot be sent to other ports within the VLAN.

For information about configuring IPSG, see "Configuring Port-Based Traffic
Control" on page 787.
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Green Technology Features

For information about configuring Green Technology features, sce
"Conlfiguring Port Characteristics” on page 477.

Energy Detect Mode

When the Energy Detect mode is enabled and the port link is down, the PHY
automatically goes down for short period of time and then wakes up
periodically to check link pulses. This mode reduces power consumption on
the port when no link partner is present.

Energy Efficient Ethernet

The switch supports the IEEE 802.3az Energy Efficient Ethernet (EEE)
Lower Power Idle Mode, which enables both the send and receive sides of the

link to disable some functionality for power savings when the link is lightly
loaded.

EEE and energy detect are supported on the N2000 and N3000 1G copper
ports. EEE is supported on the N4000 10G copper ports and energy detect is
supported on the N4000 10G and 40G copper ports.

EEE and energy detect are disabled by default on the N2000 and N3000
copper ports. Energy detect is enabled by default on the N4000 switches. EEE
is disabled by default on the N4000 10G copper ports.

Power Utilization Reporting

The switch displays the current power consumption of the power supply (or
power supplies). This information is available from the management
interface.
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Power over Ethernet (PoE) Plus Features

% NOTE: The Dell Networking N2024P/N2048P and N3024P/N3048P switches
support PoE Plus. The PoE Plus features do not apply to the other models in the
Dell Networking N2000/N3000/N4000 series.

For information about configuring PoE Plus features, see "Managing General
System Settings" on page 279."

Power Over Ethernet (PoE) Plus Configuration

The Dell Networking N2024P/N2048P and N3024P/N3048P switches support
PoLl Plus configuration for power threshold, power priority, SNMP traps, and
PoL legacy device support. PoEl can be administratively enabled or disabled
on a per-port basis. Power can also be limited on a per-port basis.

PoE Plus Support

The Dell Networking N2024P/N2048P and N3024P/N3048P switches
implement the PoE Plus specification (IEEE 802.1at), in addition to the
IEEE 802.3AF specification). This allows power to be supplied to Class 4 PD
devices that require power greater than 15.4 Watts. Each port is capable of
delivering up to 34.2W of power. Real-time power supply status is also
available on the switch as part of the PoE Plus implementation.
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Switching Features

Flow Control Support (IEEE 802.3x)

Flow control enables lower speed switches to communicate with higher speed
switches by requesting that the higher speed switch refrain from sending
packets for a limited period of time. Transmissions are temporarily halted to
prevent buffer overflows.

For information about configuring flow control, see "Configuring Port-Based
Traffic Control" on page 787.

Head of Line Blocking Prevention

Head of Line (HOL) blocking prevention prevents traffic delays and frame
loss caused by tratfic competing for the same egress port resources. HOL
blocking queues packets, and the packets at the head of the queue are
forwarded before packets at the end of the queue.

Alternate Store and Forward (ASF)

% NOTE: This feature is available on the N4000 series switches only.

The Alternate Store and Forward (ASF) feature reduces latency for large
packets. When ASF is enabled, the memory management unit (MMU) can
forward a packet to the egress port before it has been entirely received on the
Cell Buffer Pool (CBP) memory.

AFS, which is also known as cut-through mode, is configurable through the
command-line interface. For information about how to configure the AI'S
feature, sce the CL/ Reference Guide available at support.dell.com/manuals.

Jumbo Frames Support

Jumbo frames enable transporting data in fewer frames to ensure less
overhead, lower processing time, and fewer interrupts.

For information about configuring the switch MTU, see "Configuring Port
Characteristics" on page 477.
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Auto-MDI/MDIX Support

Your switch supports auto-detection between crossed and straight-through
cables. Media-Dependent Interface (MDI) is the standard wiring for end
stations, and the standard wiring for hubs and switches is known as Media-
Dependent Interface with Crossover (MDIX). Auto-negotiation must be
enabled for MDIX to detect the wiring configuration.

VLAN-Aware MAC-based Switching

Packets arriving from an unknown source address are sent to the CPU and
added to the Hardware Table. Future packets addressed to or from this
address are more efficiently forwarded.

Back Pressure Support

On half-duplex links, a receiver may prevent buffer overflows by jamming the
link so that it is unavailable for additional traffic. On full-duplex links, a
receiver may send a PAUSE frame indicating that the transmitter should
cease transmission of frames for a specified period.

When flow control is enabled, the Dell Networking series switches will
observe received PAUSE frames or jamming signals, but will not issue them
when congested.

Auto Negotiation

Auto negotiation allows the switch to advertise modes of operation. The auto
negotiation function provides the means to exchange information between
two switches that share a point-to-point link segment, and to automatically
configure both switches to take maximum advantage of their transmission
capabilities.

Dell Networking series switches enhance auto negotiation by providing
configuration of port advertisement. Port advertisement allows the system
administrator to configure the port speeds that are advertised.

For information about configuring auto negotiation, see "Configuring Port
Characteristics" on page 477.
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Broadcast Storm Control

When Layer 2 frames are forwarded, broadcast, unknown unicast, and
multicast frames are flooded to all ports on the relevant virtual local area
network (VLAN). The flooding occupies bandwidth, and loads all nodes
connected on all ports. Storm control limits the amount of broadcast,
unknown unicast, and multicast frames accepted and forwarded by the
switch.

For information about configuring Broadcast Storm Control settings, sce
"Configuring Port-Based Traffic Control" on page 787.

Port Mirroring

Port mirroring monitors and mirrors network traffic by forwarding copies of
incoming and outgoing packets from multiple source ports to a monitoring
port. Source ports may be VLANS, physical interfaces, port-channels, or the
CPU port. The switch also supports flow-based mirroring, which allows you to
copy certain types of traffic to a single destination port. This provides
flexibility—instead of mirroring all ingress or egress traffic on a port the
switch can mirror a subset of that traffic. You can configure the switch to
mirror flows based on certain kinds of Layer 2, Layer 3, and Layer 4
information.

Dell Networking switches support RSPAN destinations where tratfic can be
tunneled across the operational network. RSPAN does not support
configuration of the CPU port as a source.

For information about configuring port mirroring, see "Monitoring Switch
Traffic" on page 407.

Static and Dynamic MAC Address Tables

You can add static entries to the switch’s MAC address table and configure
the aging time for entries in the dynamic MAC address table. You can also
search for entries in the dynamic table based on several different criteria.

For information about viewing and managing the MAC address table, see
"Managing the MAC Address Table" on page 1015.
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Link Layer Discovery Protocol (LLDP)

The IEEFE 802.1AB defined standard, Link Layer Discovery Protocol (LLDP),
allows the switch to advertise major capabilities and physical descriptions.
This information can help you identify system topology and detect bad
configurations on the LAN.

For information about configuring LLDP, settings see "Discovering Network
Devices" on page 761.

Link Layer Discovery Protocol (LLDP) for Media Endpoint Devices

The Link Layer Discovery Protocol for Media Endpoint Devices (LLDP-
MED) provides an extension to the LLDP standard for network configuration
and policy, device location, Power over Ethernet management, and inventory
management.

For information about configuring LLDP-MED, settings see "Discovering
Network Devices" on page 761.

Connectivity Fault Management (IEEE 802.1ag)

% NOTE: This feature is available on the N4000 series switches only.

The Connectivity Fault Management (CFM) feature, also known as Dotlag,
supports Service Level Operations, Administration, and Management
(OAM). CFM is the OAM Protocol provision for end-to-end service layer
instance in carrier networks. The CIM feature provides mechanisms to help
you perform connectivity checks, fault detection, fault verification and
isolation, and fault notification per service in a network domain.

For information about configuring IEEE 802.1ag settings, see "Configuring
Connectivity Fault Management" on page 859.

Priority-based Flow Control (PFC)

% NOTE: This feature is available on the N4000 switches only.

The Priority-based Flow Control feature allows the switch to pause or inhibit
transmission of individual priorities within a single physical link. By
configuring PFC to pause a congested priority (priorities) independently,
protocols that are highly loss sensitive can share the same link with traffic that

74 | Switch Feature Overview



has different loss tolerances. Priorities are differentiated by the priority field
of the §02.1Q VLAN header. The N4000 switches support lossless transport of
frames on up to two priority classes.

% NOTE: An interface that is configured for PFC is automatically disabled for 802.3x
flow control.

For information about configuring the PFC feature, see "Configuring Data
Center Bridging I'eatures” on page 983.

Data Center Bridging Exchange (DBCx) Protocol

% NOTE: This feature is available on the N4000 switches only.

The Data Center Bridging Exchange Protocol (DCBx) is used by DCB
devices to exchange configuration information with directly connected peers.
The protocol is also used to detect misconfiguration of the peer DCB devices
and, optionally, for configuration of peer DCB devices. For information about
configuring DCBx settings, see "Configuring Data Center Bridging Features"
on page 983. DCBx is a link-local protocol and operates only on individual

links.

Enhanced Transmission Selection

% NOTE: This feature is available on the N4000 switches only.

Enhanced Transmission Selection (ETS) allows the switch to allocate
bandwidth to traffic classes and share unused bandwidth with lower-priority
traffic classes while coexisting with strict-priority traffic classes. ETS is
supported on the Dell Networking N4000 series switches and can be
configured manually or automatically using the auto configuration feature.
For more information about ETS, see "Enhanced Transmission Selection" on
page 999.

Switch Feature Overview | 75



Cisco Protocol Filtering

The Cisco Protocol Filtering feature (also known as Link Local Protocol
Filtering) filters Cisco protocols that should not normally be relayed by a
bridge. The group addresses of these Cisco protocols do not fall within the
IEEE defined range of the §02.1D MAC Bridge Filtered MAC Group
Addresses (01-80-C2-00-00-00 to 01-80-C2-00-00-0F).

For information about configuring LLPE settings see "Configuring Port-
Based Traffic Control" on page 787.

DHCP Layer 2 Relay

This feature permits Layer 3 Relay agent functionality in Layer 2 switched
networks. The switch supports L2 DHCP relay configuration on individual
ports, link aggregation groups (LAGs) and VLANS.

For information about configuring L2 DHCP Relay settings see "Configuring
L2 and L3 Relay I'eatures” on page 1087.
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Virtual Local Area Network Supported Features

For information about configuring VLAN features see "Configuring VLANs"
on page 645.

VLAN Support

VLAN:S are collections of switching ports that comprise a single broadcast
domain. Packets are classified as belonging to a VLAN based on either the
VLAN tag or a combination of the ingress port and packet contents. Packets
sharing common attributes can be groups in the same VLAN. The Dell
Networking series switches are in full compliance with IEEE 802.10 VLAN

tagging.

Port-Based VLANs

Port-based VLANS classify incoming packets to VLANs based on their ingress
port. When a port uses 802.1X port authentication, packets can be assigned
to a VLAN based on the result of the 802.1X authentication a client uses
when it accesses the switch. This feature is useful for assigning traffic to
Guest VLANSs or Voice VLANG.

IP Subnet-based VLAN

This feature allows incoming untagged packets to be assigned to a VLAN and
traffic class based on the source IP address of the packet.

MAC-based VLAN

This feature allows incoming untagged packets to be assigned to a VLAN and
traftic class based on the source MAC address of the packet.

IEEE 802.1v Protocol-Based VLANs

VLAN classification rules are defined on data-link layer (Layer 2) protocol
identification. Protocol-based VLANSs are used for isolating Layer 2 traffic for
differing Layer 3 protocols.
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GARP and GVRP Support

The switch supports the Generic Attribute Registration Protocol (GARP).
GARP VLAN Registration Protocol (GVRP) relies on the services provided by
GARP to provide IEEE 802.10-compliant VLAN pruning and dynamic
VLAN creation on 802.10 trunk ports. When GVRP is enabled, the switch
registers and propagates VLAN membership on all ports that are part of the
active spanning tree protocol topology.

For information about configuring GARP timers see "Configuring L2
Multicast Features" on page 803.

Voice VLAN

The Voice VLAN feature enables switch ports to carry voice traffic with
defined priority. The priority level enables the separation of voice and data
traffic coming onto the port. Voice VLAN is the preferred solution for
enterprises wishing to deploy voice services in their network.

Guest VLAN

The Guest VLAN feature allows a switch to provide a distinguished service to
unauthenticated users. This feature provides a mechanism to allow visitors
and contractors to have network access to reach external network with no
ability to browse information on the internal LAN.

For information about configuring the Guest VLAN see "Configuring Port
and System Security" on page 503.

Double VLANs

The Double VLAN feature (IEEE 802.1QinQ) allows the use of a second tag
on network traffic. The additional tag helps differentiate between customers
in the Metropolitan Area Networks (MAN) while preserving individual
customer’s VLAN identification when they enter their own §02.1Q domain.
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Spanning Tree Protocol Features

For information about configuring Spanning 'Tree Protocol features, see
"Configuring the Spanning Tree Protocol" on page 715.

Spanning Tree Protocol (STP)

Spanning Tree Protocol (IEEE 802.1D) is a standard requirement of Layer 2
switches that allows bridges to automatically prevent and resolve L2
forwarding loops.

Spanning Tree Port Settings

The STP feature supports a variety of per-port settings including path cost,
priority settings, Port Fast mode, STP Root Guard, Loop Guard, TCN Guard,
and Auto Edge. These settings are also configurable per-LAG.

Rapid Spanning Tree

Rapid Spanning Tree Protocol (RSTP) detects and uses network topologies to
enable faster spanning tree convergence after a topology change, without
creating forwarding loops. The port settings supported by STP are also
supported by RSTP.

Multiple Spanning Tree

Multiple Spanning Tree (MSTP) operation maps VLANSs to spanning tree
instances. Packets assigned to various VLANSs are transmitted along different
paths within MSTP Regions (MST Regions). Regions are one or more
interconnected MSTP bridges with identical MSTP settings. The MSTP
standard lets administrators assign VLAN traffic to unique paths.

The switch supports IEEE 8§02.10Q-2005, which is a version of corrects
problems associated with the previous version, provides for faster transition-

to-forwarding, and incorporates new features for a port (restricted role and
restricted TCN).
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Bridge Protocol Data Unit (BPDU) Guard

Spanning Tree BPDU Guard is used to disable the port in case a new device
tries to enter the already existing topology of STP. Thus devices, which were
originally not a part of STP, are not allowed to influence the STP topology.

BPDU Filtering

When spanning tree is disabled on a port, the BPDU Filtering feature allows
BPDU packets received on that port to be dropped. Additionally, the BPDU
Filtering feature prevents a port in Port Fast mode from sending and receiving
BPDUs. A port in Port Fast mode is automatically placed in the forwarding
state when the link is up to increase convergence time.

RSTP-PV and STP-PV

Dell Networking switches support both Rapid Spanning Tree Per VLAN
(RSTP-PV) and Spanning Tree Per VLAN (STP-PV). RSTP-PV is the IEEE
802.1w (RSTP) standard implemented per VLAN. A single instance of rapid
spanning tree (RSTP) runs on each configured VLAN. Each RSTP instance
on a VLAN has a root switch. STP-PV is the IEEE 802.1s (STP) standard
implemented per VLAN.
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Link Aggregation Features

For information about configuring link aggregation (port-channel) features,
see "Configuring Link Aggregation" on page 913.

Link Aggregation

Up to eight ports can combine to form a single Link Aggregation Group
(LAG). This enables fault tolerance protection from physical link disruption,
higher bandwidth connections and improved bandwidth granularity.

Per IEEE 802.1AX, only links with the same operational characteristics, such
as speed and duplex setting, may be aggregated. Dell Networking switches
aggregate links only if they have the same operational speed and duplex
setting, as opposed to the configured speed and duplex setting. This allows
operators to aggregate links that use auto negotiation to set values for speed
and duplex or to aggregate ports with SFP+ technology operating at a lower
speed, e.g., 1G. Dissimilar ports will not become active in the LAG if their
operational settings do not match those of the first member of the LAG.

Link Aggregate Control Protocol (LACP)

Link Aggregate Control Protocol (LACP) uses peer exchanges across links to
determine, on an ongoing basis, the aggregation capability of various links,
and continuously provides the maximum level of aggregation capability
achievable between a given pair of systems. LACP automatically determines,
configures, binds, and monitors the binding of ports to aggregators within the
system.

Multi-Switch LAG (MLAG)

Dell Networking switches support the MLAG feature to extends the LAG
bandwidth advantage across multiple Dell Networking switches connected to
a LAG partner device. The LAG partner device is oblivious to the fact that it
is connected over a LAG to two peer Dell Networking switches; instead, the
two switches appear as a single switch to the partner. When using MLAG, all
links can carry data traffic across a physically diverse topology and, in the case
of a link or switch failure, traffic can continue to flow with minimal
disruption.
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Routing Features

Address Resolution Protocol (ARP) Table Management

You can create static ARP entries and manage many settings for the dynamic
ARP table, such as age time for entries, retries, and cache size.

For information about managing the ARP table, see "Configuring IP Routing"
on page 1063.

VLAN Routing

Dell Networking series switches support VLAN routing. You can also
configure the software to allow traffic on a VLAN to be treated as if the VLAN
were a router port.

For information about configuring VLAN routing interfaces, see "Contiguring
Routing Interfaces" on page 1021.

IP Configuration

The switch IP configuration settings to allow you to configure network
information for VLAN routing interfaces such as IP address and subnet mask,
and ICMP redirects. Global IP configuration settings for the switch allow you
to enable or disable the generation of several types of ICMP messages and
enable or disable the routing mode.

For information about managing global IP settings, see "Configuring [P
Routing" on page 1063.

Open Shortest Path First (0SPF)

% NOTE: This feature is not available on N2000 switches.

Open Shortest Path First (OSPF) is a dynamic routing protocol commonly
used within medium-to-large enterprise networks. OSPF is an interior
gateway protocol (IGP) that operates within a single autonomous system.

For information about configuring OSPF, see "Configuring OSPF and
OSPFv3" on page 1111.
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BOOTP/DHCP Relay Agent

The switch BootP/DHCP Relay Agent feature relays BootP and DHCP
messages between DHCP clients and DHCP servers that are located in
different IP subnets.

For information about configuring the BootP/DHCP Relay agent, sce
"Configuring L2 and L3 Relay Features" on page 1087.

IP Helper and UDP Relay

The IP Helper and UDP Relay features provide the ability to relay various
protocols to servers on a different subnet.

For information about configuring the IP helper and UDP relay features, see
"Configuring L2 and L3 Relay Features" on page 1087.

Routing Information Protocol

Routing Information Protocol (RIP), like OSPE is an IGP used within an
autonomous Internet system. RIP is an IGP that is designed to work with
moderate-size networks.

For information about configuring RIP, see "Configuring RIP" on page 1201.

Router Discovery

For each interface, you can configure the Router Discovery Protocol (RDP) to
transmit router advertisements. These advertisements inform hosts on the
local network about the presence of the router.

For information about configuring router discovery, see "Configuring IP
Routing" on page 1063.

Routing Table

The routing table displays information about the routes that have been
dynamically learned. You can configure static and default routes and route
preferences. A separate table shows the routes that have been manually
configured.

For information about viewing the routing table, see "Configuring IP
Routing" on page 1063.
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Virtual Router Redundancy Protocol (VRRP)

% NOTE: This feature is not available on N2000 switches.

VRRP provides hosts with redundant routers in the network topology without
any need for the hosts to reconfigure or know that there are multiple routers.
If the primary (master) router fails, a secondary router assumes control and
continues to use the virtual router IP (VRIP) address.

VRRP Route Interface Tracking extends the capability of VRRP to allow
tracking of specific route/interface IP states within the router that can alter
the priority level of a virtual router for a VRRP group.

For information about configuring VRRP settings, see "Configuring VRRP"
on page 1217.

Tunnel and Loopback Interfaces

% NOTE: This feature is not available on N2000 switches.

Dell Networking series switches support the creation, deletion, and
management of tunnel and loopback interfaces. Tunnel interfaces facilitate
the transition of IPv4 networks to IPv6 networks. A loopback interface is
always expected to be up, so you can configure a stable IP address that other
network devices use to contact or identify the switch.

For information about configuring tunnel and loopback interfaces, see
"Configuring Routing Interfaces" on page 1021.
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IPv6 Routing Features

% NOTE: This feature is not available on N2000 switches.

IPv6 Configuration

The switch supports IPv6, the next generation of the Internet Protocol. You
can globally enable IPv6 on the switch and configure settings such as the IPv6
hop limit and ICMPv6 rate limit error interval. You can also control whether
IPv6 is enabled on a specific interface. The switch supports the configuration
of many per-interface IPv6 settings including the IPv6 prefix and prefix
length.

For information about configuring general IPv6 routing settings, see
"Configuring IPv6 Routing" on page 1241.

IPv6 Routes

Because IPv4 and IPv6 can coexist on a network, the router on such a network
needs to forward both traffic types. Given this coexistence, each switch
maintains a separate routing table for IPv6 routes. The switch can forward
IPv4 and IPv6 traffic over the same set of interfaces.

For information about configuring IPv6 routes, see "Configuring [Pv6
Routing" on page 1241.

OSPFv3

OSPFv3 provides a routing protocol for IPv6 networking. OSPI'v3 is a new
routing component based on the OSPI version 2 component. In dual stack
IPv6, you can configure and use both OSPI and OSPI'v3 components.

For information about configuring OSPI'v3, see "Configuring OSPL" and
OSPFv3" on page 1111.

DHCPv6

DHCPV6 incorporates the notion of the “stateless” server, where DHCPVG is
not used for IP address assignment to a client, rather it only provides other
networking information such as DNS, Network Time Protocol (NTP), and/or
Session Initiation Protocol (SIP) information.
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For information about configuring DHCPv6 settings, sce "Configuring
DIHCPv6 Server and Relay Settings" on page 1265.

Quality of Service (QoS) Features

% NOTE: Some features that can affect QoS, such as ACLs and Voice VLAN, are
described in other sections within this chapter.

Differentiated Services (DiffServ)

The QoS Differentiated Services (DiffServ) feature allows traffic to be
classified into streams and given certain QoS treatment in accordance with
defined per-hop behaviors. Dell Networking series switches support both IPv4
and IPv6 packet classification.

For information about configuring DiffServ, see "Configuring Differentiated
Services" on page 1285.

Class Of Service (CoS)

The Class Of Service (CoS) queueing feature lets you directly configure
certain aspects of switch queuing. This provides the desired QoS behavior for
different types of network traffic when the complexities of DiffServ are not
required. CoS queue characteristics, such as minimum guaranteed
bandwidth and transmission rate shaping, are configurable at the queue (or
port) level.

For information about configuring CoS, see "Configuring Class-of-Service” on
page 1313.

Auto Voice over IP (VolP)

This feature provides ease of use for the user in setting up VoIP for IP phones
on a switch. This is accomplished by enabling a VoIP profile that a user can
select on a per port basis.

For information about configuring Auto VolP, see "Configuring Auto VoIP" on
page 1331.
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Internet Small Computer System Interface (iSCSI) Optimization

The iSCSI Optimization feature helps network administrators track iSCSI
traffic between iSCSI initiator and target systems. This is accomplished by
monitoring, or snooping traffic to detect packets used by iSCSI stations in
establishing iSCSI sessions and connections. Data from these exchanges may
optionally be used to create classification rules to assign the traffic between
the stations to a configured traffic class. This affects how the packets in the
flow are queued and scheduled for egress on the destination port.

For information about configuring iSCSI settings, see "Configuring iSCSI
Optimization" on page 459.

Layer 2 Multicast Features

For information about configuring L2 multicast features, see "Configuring L2
Multicast Features" on page 8§03.

MAC Multicast Support

Multicast service is a limited broadcast service that allows one-to-many and
many-to-many connections. In Layer 2 multicast services, a single frame
addressed to a specific multicast address is received, and copies of the frame
to be transmitted on each relevant port are created.

IGMP Snooping

Internet Group Management Protocol (IGMP) Snooping is a feature that
allows a switch to forward multicast traffic intelligently on the switch.
Multicast traffic is traffic that is destined to a host group. Host groups are
identified by the destination MAC address, i.¢. the range 01:00:5¢:00:00:00 to
01:00:5¢:7£:A£:££:£f for IPv4 multicast traffic or 33:33:xx:xx:xx:xx for [Pv6
multicast traffic. Based on the IGMP query and report messages, the switch
forwards traffic only to the ports that request the multicast traffic. This
prevents the switch from broadcasting the traffic to all ports and possibly
affecting network performance.
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IGMP Snooping Querier

When Protocol Independent Multicast (PIM) and IGMP are enabled in a
network with IP multicast routing, the IP multicast router acts as the IGMP
querier. However, if it is desirable to keep the multicast network Layer 2
switched only, the IGMP Snooping Querier can perform the query functions
of a Layer 3 multicast router.

MLD Snooping

In IPv4, Layer 2 switches can use IGMP Snooping to limit the flooding of
multicast traffic by dynamically configuring Layer 2 interfaces so that
multicast traffic is forwarded to only those interfaces associated with IP
multicast address.

In IPv6, MLD snooping performs a similar function. With MLD snooping,
IPv6 multicast data is selectively forwarded to a list of ports intended to
receive the data (instead of being flooded to all of the ports in a VLAN). This
list is constructed by snooping IPv6 multicast control packets.

Multicast VLAN Registration

The Multicast VLAN Registration (MVR) protocol, like IGMP Snooping,
allows a Layer 2 switch to listen to IGMP frames and forward the multicast
traffic only to the receivers that request it. Unlike IGMP Snooping, MVR
allows the switch to listen across different VLANs. MVR uses a dedicated
VLAN, which is called the multicast VLAN, to forward multicast traffic over
the Layer 2 network to the various VLANs that have multicast receivers as
members.
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Layer 3 Multicast Features

For information about configuring L3 multicast features, see "Managing [Pv4
and IPv6 Multicast" on page 1337.

% NOTE: This feature is not available on N2000 switches.

Distance Vector Multicast Routing Protocol

Distance Vector Multicast Routing Protocol (DVMRP) exchanges probe
packets with all DVMRP-enabled routers, establishing two way neighboring
relationships and building a neighbor table. It exchanges report packets and
creates a unicast topology table, which is used to build the multicast routing
table. This multicast route table is then used to route the multicast packets.

Internet Group Management Protocol

The Internet Group Management Protocol (IGMP) is used by IPv4 systems
(hosts and routers) to report their IP multicast group memberships to any
neighboring multicast routers. Dell Networking series switches perform the
“multicast router part” of the IGMP protocol, which means it collects the
membership information needed by the active multicast router.

IGMP Proxy

The IGMP Proxy feature allows the switch to act as a proxy for hosts by
sending IGMP host messages on behalf of the hosts that the switch
discovered through standard IGMP router interfaces.

Protocol Independent Multicast—Dense Mode

Protocol Independent Multicast (PIM) is a standard multicast routing
protocol that provides scalable inter-domain multicast routing across the
Internet, independent of the mechanisms provided by any particular unicast
routing protocol. The Protocol Independent Multicast-Dense Mode (PIM-
DM) protocol uses an existing Unicast routing table and a Join/Prune/Graft
mechanism to build a tree. PIM-DM creates source-based shortest-path
distribution trees, making use of reverse path forwarding (RPF).
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Protocol Independent Multicast—Sparse Mode

Protocol Independent Multicast-Sparse Mode (PIM-SM) is used to efficiently
route multicast traffic to multicast groups that may span wide area networks,
and where bandwidth is a constraint. PIM-SM uses shared trees by default
and implements source-based trees for efficiency. This data threshold rate is
used to toggle between trees.

Protocol Independent Multicast—Source Specific Multicast

Protocol Independent Multicast—Source Specific Multicast (PIM-SSM) is a
subset of PIM-SM and is used for one-to-many multicast routing
applications, such as audio or video broadcasts. PIM-SSM does not use shared
trees.

Protocol Independent Multicast IPv6 Support
PIM-DM and PIM-SM support [Pv6 routes.

MLD/MLDv2 (RFC2710/RFC3810)

MLD is used by IPv6 systems (listeners and routers) to report their IP
multicast addresses memberships to any neighboring multicast routers. The
implementation of MLD v2 is backward compatible with MLD v1.

MLD protocol enables the IPv6 router to discover the presence of multicast
listeners, the nodes that want to receive the multicast data packets, on its
directly attached interfaces. The protocol specifically discovers which
multicast addresses are of interest to its neighboring nodes and provides this
information to the multicast routing protocol that make the decision on the
flow of the multicast data packets.

90 | Switch Feature Overview



Hardware Overview

['his section provides an overview of the switch hardware. It is organized by
p )
product type:

*  Dell Networking N2000 Series Switch Hardware
*  Dell Networking N3000 Series Switch Hardware
*  Dell Networking N4000 Series Switch Hardware
*  Switch MAC Addresses

Dell Networking N2000 Series Switch Hardware

This section contains information about device characteristics and modular
hardware configurations for the N2000 series switches.

N2000 Series Front Panel
Then N2000 series front panel includes the following features:
*  Switch Ports
*  Console Port
* USB Port
* Reset Button
*  SFP+ Ports
* Port and System LEDs
»  Stack Master LED and Stack Number Display

The following images show the front panels of the switch models in the
N2000 series.
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Figure 3-1. N2048 Switch with 48 10/100/1000BASE-T Ports (Front Panel)

Console Port USB Port

[
48 10/100/1000BASE-T Ports SFP+ Ports

In addition to the switch ports, the front panel of each model in the N2000
series includes the following ports:

*  Console port
* USB port

Figure 3-2. N2024 Close-up

RPS FAN
Stack No. 2t ‘%’

ACT

The N2024 front panel, shown in Figure 3-2, has status LEDs for over-
temperature alarm, internal power, and status on the top row. The bottom

row of status LEDs displays stack master, redundant power supply (RPS)
status and fan alarm status.
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Figure 3-3. N2024P Close-up

= IB:

Stack No.

ACT

The N2024P front panel, shown in Figure 3-3, has status LEDs for over-
temperature alarm, internal power and status on the top row. The bottom row
of status LEDs displays stack master, modular power supply (MPS) status and
fan alarm status.

Switch Ports

The N2024/N2024P front panel provides 24 Gigabit Ethernet
(10/100/1000BASE-T) RJ-45 ports that support auto-negotiation for speed,
flow control, and duplex. The N2024/N2024P models support two SFP+ 10G
ports. Dell-qualified SFP+ transceivers are sold separately.

The N2048/N2048P front panel provides 48 Gigabit Ethernet (10BASE-T,
100BASE-TX, 1000BASE-T) RJ-45 ports that support auto-negotiation for
speed, flow control, and duplex. The N2048/N2048P support two SFP+ 10G
ports. Dell-qualified SFP+ transceivers are sold separately.

The front-panel switch ports have the following characteristics:

*  The switch automatically detects the difference between crossed and
straight-through cables on RJ-45 ports and automatically chooses the MDI
or MDIX configuration to match the other end.

*  SFP+ ports support Dell-qualified transceivers. The default behavior is to
log a message and generate an SNMP trap on insertion or removal of an
optic that is not qualified by Dell. The message and trap can be suppressed
by using the service unsupported-transceiver command.
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*  RJ-45 ports support full-duplex mode 10/100/1000 Mbps speeds on
standard Category 5 UTP cable.

*  SKFP+ ports support SFP+ transceivers and SFP+ copper twin-ax
technology operating at 10G or 1G plus SFP transceivers operating at 1G.

*  The N2024P/N2048P front panel ports support PoLl (15.4W) and PoE+
(34.2W).

Console Port

The console port provides serial communication capabilities, which allows
communication using RS-232 protocol. The serial port provides a direct
connection to the switch and allows access to the CLI from a console
terminal connected to the port through the provided serial cable (with RJ45
YOST to female DB-9 connectors).

The console port is separately configurable and can be run as an asynchronous

link from 1200 baud to 115,200 baud.

The Dell CLI only supports changing the speed. The defaults are 9600 baud
rate, § data bits, No Parity, 1 Stop Bit, No Flow Control.

USB Port

The Type-A, female USB port supports a USB 2.0-compliant flash memory
drive. The Dell Networking switch can read or write to a flash drive with a
single partition formatted as FAT-32. You can use a USB flash drive to copy
switch configuration files and images between the USB flash drive and the
switch. You can also use the USB flash drive to move and copy configuration
files and images from one switch to other switches in the network. The
system does not support the deletion of files on USB flash drives.

The USB port does not support any other type of USB device.

Reset Button

The reset button is accessed through the pinhole and allows you to perform a
hard reset on the switch. To use the reset button, insert an unbent paper clip
or similar tool into the pinhole. When the switch completes the boot process
after the reset, it resumes operation with the most recently saved
configuration. Any changes made to the running configuration that were not
saved to the startup configuration prior to the reset are lost.
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Port and System LEDs

The front panel contains light emitting diodes (LEDs) that indicate the
status of port links, power supplies, fans, stacking, and the overall system
status. See "N2000 LED Definitions" on page 97 for more information.

Stack Master LED and Stack Number Display

When a switch within a stack is the master unit, the stack master LED, which
is labeled M, is solid green. If the M LED is off, the stack member is not the
master unit. The Stack No. panel displays the unit number for the stack
member. If a switch is not part of a stack (in other words, it is a stack of one
switch), the M LED is illuminated, and the unit number is displayed.

N2000 Series Back Panel
The following images show the back panels of the N2000 switches.

Figure 3-4. N2000 Back Panel

Fan Vents AC Power Receptacle

Figure 3-5. N2024P/N2048P Back Panel

The term mini-SAS refers to the stacking port cable connections shown in
Figure 3-6. See "Managing a Switch Stack” on page 171 for information on
using the mini-SAS ports to connect switches.
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Figure 3-6. N2048 Mini-SAS Stacking Ports and Fans

Mini-SAS stacking ports

Power Supplies

N2024 and N2048

N2024 and N2048 series switches have an internal 100-watt power supply.
The additional redundant power supply (Dell Networking RPS720) provides
180 watts of power and gives full redundancy for the switch.

N2024P and N2048P

N2024P and N2048P switches have an internal 1000-watt power supply
feeding up to 24 PoL devices at full PoE+ power (850W). An additional
external power supply (MPS1000) provides 1000 watts and gives full power
coverage for all 48 Poll devices (1800W).

% NOTE: PoE power is dynamically allocated. Not all ports will require the full PoE+
power.

A CAUTION: Remove the power cable from the power supplies prior to removing
the power supply module itself. Power must not be connected prior to insertion in
the chassis.

Ventilation System

Two fans cool the N2000 switches.

Information Tag

The back panel includes a slide-out label panel that contains system
information, such as the Service Tag, MAC address, and so on.
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N2000 LED Definitions

This section describes the LEDs on the front and back panels of the switch.

Port LEDs

Fach port on an N2000 switch includes two LEDs. One LED is on the left
side of the port, and the second LED is on the right side of the port. This
section describes the LEDs on the switch ports.

100/1000/10000Base-T Port LEDs

Each 100/1000/10000Base-T" port has two LEDs. Figure 3-20 illustrates the
100/1000/10000Base-1" port LED:s.

Figure 3-7. 100/1000/10000Base-T Port LEDs

Link/SPD ——p [ ~— Activity
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Table 3-16 shows the 100/1000/10000Base-I" port LED definitions.

Table 3-1. 100/1000/10000Base-T Port Definitions
LED Color Definition
Link/SPD LED  Off There is no link.
Solid yellow The port is operating at 10/100 Mbps.
Solid green The port is operating at 1000 Mbps.
Activity LED  Off There is no current transmit/receive activity.
i‘(:/?tz?:S—)POE Blinking green The port is actively transmitting/receiving.
Activity/PoE, Off There is no current transmit/receive activity
LED (on PoE and PoE power s off.
switches) Blinking green The port is actively transmitting/receiving and
PoE power is off.
Blinking yellow The port is actively transmitting/receiving and
PoE power is on.
Solid yellow There is no current transmit/receive activity
and PoE power is on.
Stacking Port LEDs

Table 3-2. Stacking Port LED Definitions

LED Color Definition
Link LED Oft There is no link.
Solid green The port is actively transmitting/receiving.
Activity LED ~ Off There is no current transmit/receive activity.
Blinking green The port is actively transmitting/receiving.
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Table 3-3. Console Port LED Definitions

LED Color Definition
Link/SPD LED Off There is no link.

Solid green Alink is present.
System LEDs

The system LEDs, located on the back panel, provide information about the
power supplies, thermal conditions, and diagnostics.

Table 3-21 shows the System LED definitions for the N2000 series switches.

Table 3-4. System LED Definitions

LED Color Definition

Status Solid green Normal operation.

Blinking green  The switch is booting

Solid red A critical system error has occurred.
Blinking red A noncritical system error occurred (fan or power
supply failure).
Power Off There is no power or the switch has experienced a

power failure.
Solid green Power to the switch is on.

Blinking green ~ The switch locator function is enabled.

RPS (on  Off There is no redundant power supply (RPS).
DO?I-POE Solid green Power to the RPS is on.
switches)

Solid red An RPS is detected but it is not receiving power.
EPS (on  Off There is no external power supply (EPS).
POE Solid green Power to the EPS is on.
switches)

Solid red An EPS is detected but it is not receiving power.
Fan Solid green The fan is powered and is operating at the expected

RPM.
Solid red A fan failure has occurred.
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Table 3-4. System LED Definitions (Continued)

LED Color Definition
Stack Off The switch is in stand-alone mode.
master Solid green The switch is master for the stack.

Temp Solid green

Solid red
Stack No. —

The switch is operating below the threshold

temperature.

The switch temperature exceeds the threshold of 75°C.

Switch ID within the stack.

Power Consumption for N2000 Series PoE Switches

Table 3-5 shows power consumption data for the PoE-enabled switches.

Table 3-5. Power Consumption

Model Input Power Supply Max Steady Max Steady

Voltage  Configuration Current Power (W)
Consumption (A)

N2024P 100V Main PSU+EPS PSU 8.9 890.0
110V Main PSU+EPS PSU 8.3 913.0
120V Main PSU+EPS PSU 7.6 912.0
220V Main PSU+EPS PSU 4.0 880.0
240V Main PSU+EPS PSU 3.6 873.6

N2048P 100V Main PSU+EPS PSU 17.8 1780.0
110V Main PSU+EPS PSU 15.8 1740.2
120V Main PSU+EPS PSU 14.5 1740.0
220V Main PSU+EPS PSU 7.7 1687.4
240V Main PSU+EPS PSU 7.1 1704.0

The PoE power budget for each interface is controlled by the switch firmware.
The administrator can limit the power supplied on a port or prioritize power
to some ports over others. Table 3-6 shows power budget data.
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Table 3-6. N2000 Series PoE Power Budget Limit

One PSU Support Two PSUs Support
Model System Power Max. PSU POE+ Power Max. PSUs POE+ Power
Name Max. Dissipation | Output Ability Turn-on Limitation |Output Ability Turn-on Limitation
N2024P 90W 1000W Power budgetis  {2000W Power budget is
§50W: 1700W:
The total POE All PoE+ ports can
supplied power supply maximum
must not exceed power.
850W.
N2048P 110W 1000W Power budgetis  |2000W Power budget is

850W:

The total POE
supplied power
must not exceed
850W.

1700W:

All PoE+ ports can
supply maximum
power.
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Dell Networking N3000 Series Switch Hardware

This section contains information about device characteristics and modular
hardware configurations for the N3000 series switches.

N3000 Series Front Panel
The N2000 series front panel includes the following features:

Switch Ports

Console Port

Out-of-Band Management Port

USB Port

SFP+ Ports

Reset Button

Port and System LEDs

Stack Master LED and Stack Number Display

The following images show the front panels of the switch models in the
N3000 series.

Figure 3-8.  N3024F with 24 10/100/1000BASE-T Ports (Front Panel)

10/100/1000BASE-T Auto-sensing ~ c0mbo
Full Duplex RJ-45 Ports Ports

SFP+
Ports

The N3000 series switch includes two combo ports. The combo ports are SIP
on the N3000 series and 1000BaseT on the N3024F switch.
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Figure 3-9. N3048 with 48 10/100/1000BASE-T Ports (Front Panel)

|
10/100/1000BASE-T Auto-sensing Combo
Full Duplex RJ-45 Ports Ports |

SFP+

Ports

The additional ports are on the right side of the front panel, as shown in
Iigure 3-9 and Figure 3-10 on page 103.

Figure 3-10. Additional N3000 Series Ports

Console Port Out-of-Band Management Port

= USB Port

Stack No. Lo G L -~

Reset Button

Combo Ports SFP+ Ports

The N3000 front panel above also contains a reset button (pinhole) and
several status LEDs. See Figure 3-10.
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The N3000 front panel also displays status LEDs for over-temperature alarm,
internal power supply 1 and switch status on the top row. The bottom row of
status LEDs displays stack master, internal power supply 2 and fan alarm.

Switch Ports

The N3024/N3024P front panel provides 24 Gigabit Ethernet
(10/100/1000BASE-T) RJ-45 ports that support auto-negotiation for speed,
flow control, and duplex. The N3024P models support two SFP+ 10G ports.
Dell-qualified SFP+ transceivers are sold separately.

The N3024I" front panel provides 24 Gigabit Ethernet 100BASE-
I'X/1000BASE-X SFP ports plus 2 1000BASE-T combo ports. Dell-qualified
SFP transceivers are sold separately.

The N3048/N3048P front panel provides 48 Gigabit Ethernet (10BASE-T,
100BASE-TX, 1000BASE-T) RJ-45 ports that support auto-negotiation for
speed, flow control, and duplex. The N3048/N3048P support two SFP+ 10G
ports. Dell-qualified SFP+ transceivers are sold separately.

The front-panel switch ports have the following characteristics:

*  The switch automatically detects the difference between crossed and
straight-through cables on RJ-45 ports and automatically chooses the MDI
or MDIX configuration to match the other end.

*  SIP+ ports support Dell-qualified transceivers. The default behavior is to
log a message and generate an SNMP trap on insertion or removal of an
optic that is not qualified by Dell. The message and trap can be suppressed
by using the service unsupported-transceiver command.

*  RJ-45 ports support full-duplex mode 10/100/1000 Mbps speeds on
standard Category 5 UTP cable.

*  SFP+ ports support SFP+ transceivers and SFP+ copper twin-ax
technology operating at 10G/1G plus SFP transceivers operating at 1G.

*  The N3024P/N3048P front panel ports support Poll (15.4W) and PoE+
(34.2W).
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Console Port

The console port provides serial communication capabilities, which allows
communication using RS-232 protocol. The serial port provides a direct
connection to the switch and allows access to the CLI from a console
terminal connected to the port through the provided serial cable (with RJ45
YOST to female DB-9 connectors).

The console port is separately configurable and can be run as an asynchronous
link from 1200 baud to 115,200 baud.

The Dell CLI only supports changing the speed.

The defaults are 9600 baud rate, § data bits, No Parity, 1 Stop Bit, No Flow
Control.

Out-of-Band Management Port

The Out-of-Band (OOB) management port is a 10/100/1000BASE-T
Ethernet port dedicated to remote switch management. Traffic on this port is
segregated from operational network traffic on the switch ports and cannot be
switched or routed to or from the operational network.

USB Port

The Type-A, female USB port supports a USB 2.0-compliant flash memory
drive. The Dell Networking switch can read or write to a flash drive with a
single partition formatted as FAT-32. You can use a USB flash drive to copy
switch configuration files and images between the USB flash drive and the
switch. You can also use the USB flash drive to move and copy configuration
files and images from one switch to other switches in the network. The
system does not support the deletion of files on attached USB flash drives.

The USB port does not support any other type of USB device.

Reset Button

The reset button is accessed through the pinhole and allows you to perform a
hard reset on the switch. To use the reset button, insert an unbent paper clip
or similar tool into the pinhole. When the switch completes the boot process
after the reset, it resumes operation with the most recently saved
configuration. Any changes made to the running configuration that were not
saved to the startup configuration prior to the reset are lost.
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Port and System LEDs

The front panel contains light emitting diodes (LEDs) that indicate the
status of port links, power supplies, fans, stacking, and the overall system
status.

For information about the status that the LEDs indicate, see the User’s
Configuration Guide.

Stack Master LED and Stack Number Display

When a switch within a stack is the master unit, the stack master LED, which
is labeled M, is solid green. If the M LED is off, the stack member is not the
master unit. The Stack No. panel displays the unit number for the stack
member. If a switch is not part of a stack (in other words, it is a stack of one
switch), the M LED is illuminated, and the unit number is displayed.

N3000 Series Back Panel
The following images show the back panels of the N3000 switches.

Figure 3-11. N3000 Back Panel
Fan Vents

Dual 10G Slots for SFP+ or AC Power
10GBASE-T Modules Receptacle
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Mini-SAS stacking ports

The term mini-SAS refers to the stacking port cable connections shown in
Figure 3-13. See "Managing a Switch Stack" on page 171 for information on
using the mini-SAS ports to connect switches.

Expansion Slots for Plug-in Modules

One expansion slot is located on the back of the N3000 models and can
support the following modules:

¢ 10GBASE-T module
¢ SFP+ module

Each plug-in module has two ports. The plug-in modules include hot-swap
support, so you do not need to reboot the switch after you install a new
module.

Power Supplies

N3024, N3024F and N3048

N3024 series, N3024F and N3048 switches support two 200-watt Field
Replaceable Unit (FRU) power supplies which give full power redundancy for
the switch. The N3024, N3024F, and N3048 switches offer the V-lock feature
for users desiring the need to eliminate accidental power disconnection. The
V-lock receptacle on the Power Supply Unit (PSU) allows for the use of a
power cord that has the V-lock feature to create an integral secure locking
connection.
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N3024P and N3048P

Dell Networking N3024P and N3048P switches support one or two 1100-watt
FRU power supplies. The N3024P switch is supplied with a single 715-watt
power supply (the default configuration) and supports an additional
1100-watt supply. For the N3048P switch, a single 1100-watt power supply is
supplied and another 1100 watt power supply can be added.

A single 1100-watt power supply can feed up to 24 PoE devices at full PoE+
power (950W). Dual-equipped switches will feed up to 48 PoE devices at full
PoE+ power (1800W), as well as provide power supply redundancy.

% NOTE: PoE power is dynamically allocated by default. Not all ports will require the
full PoE+ power.

A CAUTION: Remove the power cable from the power supplies prior to removing
the power supply module itself. Power must not be connected prior to insertion in
the chassis.

Ventilation System

Two fans cool the N3000 switches. The N3000 switches additionally have a
fan in each internal power supply. The N3000 fan is a FRU.

Information Tag

The back panel includes a slide-out label panel that contains system
information, such as the Service Tag, MAC address, and so on.
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LED Definitions
This section describes the LEDs on the front and back panels of the switch.

Port LEDs

Fach port on an N3000 series switch includes two LEDs. One LED is on the
left side of the port, and the second LED is on the right side of the port. This
section describes the LEDs on the switch ports.

100/1000/10000Base-T Port LEDs

Each 100/1000/10000Base-T" port has two LEDs. Figure 3-20 illustrates the
100/1000/10000Base-1" port LED:s.

Figure 3-14. 100/1000/10000Base-T Port LEDs

Link/SPD —— g [ — ] <@—— Activity
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Table 3-16 shows the 100/1000/10000Base-I" port LED definitions.

Table 3-7.  100/1000/10000Base-T Port Definitions
LED Color Definition
Link/SPD LED  Off There is no link.
Solid yellow The port is operating at 10/100 Mbps.
Solid green The port is operating at 1000 Mbps.
Activity LED  Off There is no current transmit/receive activity.
i‘(:/?tz?:S—)POE Blinking green The port is actively transmitting/receiving.
Activity/PoE, Off There is no current transmit/receive activity
LED (on PoE and PoE power s off.
switches) Blinking green The port is actively transmitting/receiving and
PoE power is off.
Blinking yellow The port is actively transmitting/receiving and
PoE power is on.
Solid yellow There is no current transmit/receive activity
and PoE power is on.
Module Bay LEDs

The following tables describe the purpose of each of the module bay LEDs
when SFP+ and 10GBaseT modules are used.

Table 3-8. SFP+ Module LED Definitions

LED Color Definition
Link/SPD LED Off There is no link.
Solid green The port is operating at 10 Gbps.
Solid amber The port is operating at 1000 Mbps.
Activity LED ~ Off There is no current transmit/receive activity.
Blinking green The port is actively transmitting/receiving.
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Table 3-9. 10GBase-T Module LED Definitions

LED Color Definition
Link/SPD LED Off There is no link.
Solid green The port is operating at 10 Gbps.
Solid amber The port is operating at 100/1000 Mbps.

Activity LED  Off
Blinking green

There is no current transmit/receive activity.

The port is actively transmitting/receiving.

Table 3-10. Stacking Port LED Definitions

LED Color Definition
Link LED Off There is no link.
Solid green The port is actively transmitting/receiving.

Activity LED  Off
Blinking green

There is no current transmit/receive activity.

The port is actively transmitting/receiving.

Table 3-11. 00B Port LED Definitions

LED Color Definition
Link/SPD LED Off There is no link.
Solid green The port is actively transmitting/receiving at
1000 Mbps.
Solid amber The port is actively transmitting/receiving at

Activity LED Off
Blinking green

10/100 Mbps.
There is no current transmit/receive activity.

The port is actively transmitting/receiving.
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Table 3-12. Console Port LED Definitions

LED Color Definition
Link/SPD LED Off There is no link.

Solid green Alink is present.
System LEDs

The system LEDs, located on the back panel, provide information about the
power supplies, thermal conditions, and diagnostics.

Table 3-21 shows the System LED definitions for the N3000 series switches.

Table 3-13. System LED Definitions
LED Color Definition
Status Solid green Normal operation.
Blinking green ~ The switch is booting
Solid red A critical system error has occurred.
Blinking red A noncritical system error occurred (fan or power
supply failure).
Power 1,  Off There is no power or the switch has experienced a
Power 2 power failure.
Solid green Power to the switch is on.
Blinking green ~ The switch locator function is enabled.
Fan Solid green The fan is powered and is operating at the expected
RPM.
Solid red A fan failure has occurred.
Stack Off The switch is in stand-alone mode.
master Solid green The switch is master for the stack.
Temp Solid green The switch is operating below the threshold
temperature.
Solid red The switch temperature exceeds the threshold of 75°C.
Stack No. - Switch ID within the stack.

M2 |
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Power Consumption for N3000 Series PoE Switches

Table 3-14 shows power consumption data for the PoE-enabled switches.

Table 3-14. N3000 Series Power Consumption

Model Input Power Supply Max Steady Max Steady

Voltage  Configuration Current Power (W)
Consumption (A)

N3024P 100V PSU1+PSU2 13.1 1310.0
110V PSU1+PSU2 11.7 1287.0
120V PSU1+PSU2 10.6 1272.0
220V PSU1+PSU2 5.6 1232.0
240V PSU1+PSU2 5.2 1240.8

N3048P 100V PSU1+PSU2 21.8 2180.0
110V PSU1+PSU2 19.5 2145.0
120V PSU1+PSU2 17.8 2136.0
220V PSU1+PSU2 9.31 2048.2
240V PSU1+PSU2 8.6 2064.0

The PoE power budget for each interface is controlled by the switch firmware.
The administrator can limit the power supplied on a port or prioritize power
to some ports over others. Table 3-15 shows the power budget data.
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Table 3-15. N3000 Series PoE Power Budget Limit

One PSU Support Two PSUs Support
Model System Power | Max. PSU POE+ Power Max. PSUs POE+ Power
Name Max. Dissipation |Qutput Ability Turn-on Limitation |Output Ability Turn-on Limitation
N3024P 110W 715W Power budgetis  |715W Power budget is
550W: 1100W:
The total POE All PoE+ ports can
supplied power supply maximum
must not exceed power.
550W.
N3048P  140W 1100W Power budget is  |2200W Power budget is
950W: 1900W:
The total POE All PoE+ ports can
supplied power supply maximum
must not exceed power.
950W.
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Dell Networking N4000 Series Switch Hardware

4 NOTE: PowerConnect 8100 has been renamed N4000. Both PowerConnect 8100

and N4000 can run firmware versions 6.1 and beyond. N4000 cannot run firmware
prior to version 6.1.

This section contains information about device characteristics and modular
hardware configurations for the N4000 series switches.

Front Panel

The N4000 series front panel includes the following features:

Switch ports

Module bay that supports the following modules:

- 2x40 Gig OSFP (each OSI'P may be configured as 4 x 10 Gig ports)
- 4 x SFP+ module

- 4x10GBaseT module

See "Hot-Pluggable Interface Modules" on page 117 for more information.
USB port

Reset button

Port and system LEDs

Stack LED

The N4032 front panel provides 32 x 10GbE copper ports that support up to
100M of CAT-6A UTP cabling. The N4032F provides 32 SFP+ ports
supporting SFP+ and SFP transceivers.
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Figure 3-15. N4024 Front Panel

I I
10GbE Copper Ports Module bay

USB port

Figure 3-16. N4024F Front Panel

I I
10GbE Fiber Ports Module bay

USB port

N4032 and N4032I" switches can be stacked with other N4000 switches using
10G or 40G SFP+ or OSFP modules in the module bay.

The N4064 front panel provides 64 x 10GbE copper ports and two fixed
OSFP ports, each supporting 4 x 10G or 1 x 40G connections. The N4064F
front panel provides 64 SFP+ ports supporting SFP+ and SFP transceivers
plus two fixed OSFP ports, each supporting 4 x 10G or 1 x 40G connections.
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Figure 3-17. N4064 Front Panel

Module bay

| 1
10GbE Copper Ports USB port  Fixed QSFP
ports

Figure 3-18. N4064F Front Panel

Module bay

10GbE Fiber Ports USB port  Fixed QSFP
ports

The N4064 and N4064F switches can be stacked with other N4000 switches
using the 10G or 40G SFP+ or OSFP modules in the module bay or fixed
OSFP ports.

Hot-Pluggable Interface Modules

The N4032, N4032L, N4064, and N4064I" switches support the following hot-
pluggable interface modules:

* N4000-OSFP — 2 x 40G QSFP port module - defaults to 2 x 40G

*  N4000-SFP+ — 4 x SFP+ port module - defaults to 4 x 10G mode

*  N4000-10GBT — 4 x 10GBase-T' ports module - defaults to 4 x 10G mode
*  Blank module — defaults to 10G mode
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A reboot is necessary when a hot-pluggable module is replaced with a module
of ditferent type. Specifically, changing from a 40G module to a 10G module
or from a 10G module to a 40G module requires a reboot. Plug-in modules
with any port configured as a stacking port are not hot-swappable. Remove
the stack-port configuration from a slot before plugging in a module.

You must execute a no slot or clear config command prior to inserting the
new module. Note that changing the role of a port from stacking to Ethernet
or vice-versa also requires a switch reboot.

If a no slot command is not issued prior to inserting a module, a message
such as the following will appear:

Card Mismatch: Unit:1 Slot:1 Inserted-Card: Dell 2
Port QSFP Expansion Card Config-Card: Dell 4 Port
10GBase-T Expansion Card

The following sections provides details on each module.

Quad-Port SFP (QSFP) Uplink Module

The OSFP module supports features four ports that support 10G SFP+
transceivers. The OSFP module supports the following features:

*  Four 10G ports with quad-breakout/QBO cable or one 40G port
*  Front-panel port status LEDs

The OSFP interfaces can be used for stacking. Stacking is supported at
distances of up to 100M.

Quad-Port SFP+ Uplink Module

The N4000-SFP+ module features four SFP+ ports, each providing the
following features:

»  SIP+ optical interfaces
*  SIP+ copper twinax interface
*  Front-panel port status LEDs

The SFP+ connections can be used for stacking. Stacking is supported at
distances of up to 100M.
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10GBase-T Copper Uplink Module

The 10GBase-T" copper module features four copper ports that can support
10GbE/1GbE/100MbE switching and provides following features:

*  Complies with [EEES02.3z, IEEE 8§02.3, [IEEES02.3u, IEEES02.3ab,
IEEE802.3az, IEEES02.3an

*  Four 10GBase-T/1GBase-17/100MBase-1" copper ports.
*  Front panel port status LEDs

USB Port

The Type-A, temale USB port supports a USB 2.0-compliant flash memory
drive. The N4000 switch can read or write to a flash drive with a single
partition formatted as FAT-32. You can use a USB flash drive to copy switch
configuration files and images between the USB flash drive and the switch.
You can also use the USB flash drive to move and copy configuration files and
images from one switch to other switches in the network. Deletion of files on
the USB drive is not supported.

The USB port does not support any other type of USB device.

Port and System LEDs
The front panel contains light emitting diodes (LEDs) to indicate port status.

For information about the status that the LEDs indicate, see "LED
Definitions" on page 121.

SFP+ and QSFP+ Ports

SFP+ and QSFP+ ports support Dell-qualified transceivers. The default
behavior is to log a message and generate an SNMP trap on insertion or
removal of an optic that is not qualified by Dell. This message and trap can be
suppressed by using the service unsupported-transceiver command.

N4000 Back Panel

The N4000 series back panel has the following features:
*  Console port
*  Out-of-band management port

*  Power Supplies
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*  Ventilation System

The following image show the back panel of the N4000 series switches.

Figure 3-19. N4000 Series Back Panel
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Console Port

The console port is for management through a serial interface. This port
provides a direct connection to the switch and allows you to access the CLI
from a console terminal connected to the port through the provided serial
cable (R]-45 to female DB-9 connectors).

The console port supports asynchronous data of eight data bits, one stop bit, no
parity bit, and no flow control. The default baud rate is 9600 bps.

Out-of-Band Management Port

The Out-of-Band (OOB) management port is a 10/100/1000BASE-T
Ethernet port dedicated to remote switch management. Traffic on this port is
segregated from operational network traffic on the switch ports and cannot be
switched or routed to or from the operational network.

Power Supplies

Fach N4000 series switch has two power supplies for redundant or
loadsharing operation. Each power supply can support 300W.
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A CAUTION: Remove the power cable from the modules prior to removing the
module itself. Power must not be connected prior to insertion in the chassis.

Ventilation System

The N4000 series switches have two fans. Each switch also has four thermal
sensors and a fan speed controller, which can be used to control FAN speeds.
You can verify operation by observing the LED:s.

LED Definitions
This section describes the LEDs on the front and back panels of the switch.

Port LEDs

Fach port on a N4000 series switch includes two LEDs. One LED is on the
left side of the port, and the second LED is on the right side of the port. This
section describes the LEDs on the switch ports.

100/1000/10000Base-T Port LEDs

Each 100/1000/10000Base-T" port has two LEDs. Figure 3-20 illustrates the
100/1000/10000Base-1" port LED:s.

Figure 3-20. 100/1000/10000Base-T Port LEDs
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Table 3-16 shows the 100/1000/10000Base-I" port LED definitions.

Table 3-16. 100/1000/10000Base-T Port Definitions

LED Color Definition
Link LED Off There is no link.
Solid green The port is operating at 10 Gbps.
Solid amber The port is operating at 100/1000 Mbps.
Activity LED  Off There is no current transmit/receive activity.
Blinking green The port is actively transmitting/receiving.
Module Bay LEDs

The following tables describe the purpose of each of the module bay LEDs
when SFP+, 10GBase-T, and OSFP modules are used.

Table 3-17. SFP+ Module LED Definitions

LED Color Definition
Link LED Off There is no link.
Solid green The port is operating at 10 Gbps.
Solid amber The port is operating at 100/1000 Mbps.
Activity LED  Off There is no current transmit/receive activity.
Blinking green The port is actively transmitting/receiving.

Table 3-18. 10GBase-T Module LED Definitions

LED Color Definition
Link LED Off There is no link.
Solid green The port is operating at 10 Gbps.
Solid amber The port is operating at 100/1000 Mbps.
Activity LED  Off There is no current transmit/receive activity.
Blinking green The port is actively transmitting/receiving.
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Table 3-19. QSFP Module LED Definitions

LED Color Definition
Link LED Off There is no link.
Solid green The port is operating at 40 Gbps.
Solid amber The port is operating at other speeds.
Activity LED  Off There is no current transmit/receive activity.
Blinking green The port is actively transmitting/receiving.

Out-of-Band Ethernet Management Port LEDs

Table 3-20 shows the LED definitions for the OOB Ethernet management
port.

Table 3-20. 0O0B Ethernet Management Port LED Definitions

LED Color Definition
Link LED Off There is no link.
Solid green The port is operating at 1000 Mbps.
Solid amber The port is operating at 10/100 Mbps.
Activity LED ~ Off There is no current transmit/receive activity.
Blinking green The port is actively transmitting/receiving.
System LEDs

The system LEDs, located on the back panel, provide information about the
power supplies, thermal conditions, and diagnostics.
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Table 3-21 shows the System LED definitions for the N4000 series switches.

Table 3-21. System LED Definitions—N4000 Series Switches
LED Color Definition
System  Blinking blue ~ The switch is booting
Solid red A critical system error has occurred.
Blinking red A noncritical system error occurred (fan or power
supply failure).
Temp Off The switch is operating at normal temperature.
Solid amber The thermal sensor’s system temperature threshold of
75°C has been exceeded.
Diag Off The switch is operating normally
Blinking green A diagnostic test is running.
Fan Solid green The fan is powered and is operating at the expected
RPM.
Solid red A fan failure has occurred.
Stack Solid blue The switch is in stacking master mode.
Solid amber The switch is in stacking slave mode.
Off The switch is in stand-alone mode.
Locator  Blinking green  The locator function is enabled.
Solid green The locator function is disabled.
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Switch MAC Addresses

The switch allocates MAC addresses from the Vital Product Data information
stored locally in flash. MAC addresses are used as follows:

Table 3-22. MAC Address Use

Base switch address, Layer 2
Base + 1 Out-of-band port (not available on N20xx switches)
Base + 3 Layer 3

Shown below are three commands that display the MAC addresses used by
the switch:

console#show system

System Description: Dell Ethernet Switch
System Up Time: 0 days, 00h:05m:11ls

System Contact:

System Name:

System Location:

Burned In MAC Address: 001E.C9F0.004D
System Object ID: 1.3.6.1.4.1.674.10895.3042
System Model ID: N4032

Machine Type: N4032

Temperature Sensors:

Unit Description Temperature Status
(Celsius)

1 MAC 32 Good
1 CPU 31 Good
1 PHY (left side) 26 Good
1 PHY (right side) 29 Good
Fans:
Unit Description Status

1 Fan 1 OK

1 Fan 2 OK

1 Fan 3 OK

1 Fan 4 OK

1 Fan 5 OK

1 Fan 6 No Power

Power Supplies:

Unit Description Status Average Current Since
Power Power Date/Time
(Watts) (Watts)
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1 System OK 42.0 43.4
1 Main OK N/A N/A 04/06/2001 16:36:16
1 Secondary No Power N/A N/A 01/01/1970 00:00:00

USB Port Power Status:

Device Not Present
console#tshow ip interface out-of-band

IP AdAresSS . v ittt it it et e e 10.27.21.29
Subnet Mask........... ... ... 255.255.252.0
Default Gateway.......... ... i, 10.27.20.1
Configured IPv4 Protocol....................... DHCP

Burned In MAC AdAressS...........iuiiiinenennnn. 001E.C9F0.004E

console#tshow ip interface vlan 1

Routing Interface Status....................... Down

Primary IP AdAress...........oiuuiiuiiniinnennen.. 1.1.1.2/255.255.255.0
Method........ ... .. i Manual

Routing Mode...... ... ...t Enable
Administrative Mode........... ..., Enable

Forward Net Directed Broadcasts................ Disable

Proxy ARP. .. .. e Enable

Local Proxy ARP.. ... ...t Disable

Active State.......... ... i Inactive

MAC AdAreSS. .t ittt ittt it et et e e e i e et 001E.C9F0.0050
Encapsulation Type.........iiiiiininnnan.. Ethernet

I L 1500

Bandwidth. .. ... ... .. . i 10000 kbps
Destination Unreachables....................... Enabled

ICMP Redirects.........iiniiiiiiniinnnnnnn. Enabled
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Using Dell OpenManage Switch
Administrator

This section describes how to use the Dell OpenManage Switch
Administrator application. The topics covered in this section include:

* About Dell OpenManage Switch Administrator

*  Starting the Application

* Understanding the Interface

*  Using the Switch Administrator Buttons and Links
*  Detining I'ields

About Dell OpenManage Switch Administrator

Dell OpenManage Switch Administrator is a web-based tool to help you
manage and monitor a Dell Networking N2000, N3000, and N4000 series
switches. Table 4-1 lists the web browsers that are compatible with Dell
OpenManage Switch Administrator. The browsers have been tested on a PC
running the Microsoft Windows operating system.

Table 4-1. Compatible Browsers

Browser Version
Internet Explorer v9
Mozilla Firefox vl4
Safari v5.0
Chrome v21

% NOTE: Additional operating systems and browsers might be compatible but have
not been explicitly tested with Dell OpenManage Switch Administrator.
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Starting the Application

To access the Dell OpenManage Switch Administrator and log on to the
switch:

1 Open a web browser.
2 Enter the IP address of the switch in the address bar and press <Enter>.

For information about assigning an IP address to a switch, see "Setting the
[P Address and Other Basic Network Information” on page 147.

3 When the Login window displays, enter a user name and password.
Passwords are both case sensitive and alpha-numeric.

Figure 4-1. Login Screen

10.27.22.153 | PCT 7048

OPENMANAGE™

Login: 10.27.22.153

Type in Usemame and sword, and then dick OK.

Switch Adminstrator

R cubmit

% NOTE: The switch is not configured with a default user name or password.
You must connect to the CLI by using the console port to configure the initial
user name and password. For information about connecting to the console,
see "Console Connection" on page 135. For information about creating a user
and password, see "Configuring Authentication, Authorization, and
Accounting” on page 207.

4 Click Submit.
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5 The Dell OpenManage Switch Administrator home page displays.

The home page is the Device Information page, which contains a
graphical representation of the front panel of the switch. For more
information about the home page, see "Device Information" on page 249.

Understanding the Interface

The Dell OpenManage Switch Administrator interface contains the following
components:

Navigation panel — Located on the left side of the page, the navigation
pane provides an expandable view of features and their components.

Configuration and status options — The main panel contains the fields
you use to configure and monitor the switch.

Page tabs — Some pages contain tabs that allow you to access additional
pages related to the feature.

Command buttons — Command buttons are located at the bottom of the
page. Use the command buttons to submit changes, perform queries, or
clear lists.

Save, Print, Refresh, and Help buttons — These buttons appear on the
top-right side of the main panel and are on every page.

Support, About, and Logout links — These links appear at the top of every
page.
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Figure 4-2. Switch Administrator Components
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Using the Switch Administrator Buttons and Links

Table 4-2 describes the buttons and links available from the Dell
OpenManage Switch Administrator interface.

Table 4-2. Button and Link Descriptions

Button or Link Description

Support Opens the Dell Support page at support.dell.com

About Contains the version and build number and Dell copyright
information.

Log Out Logs out of the application and returns to the login screen.

Save Saves the running configuration to the startup configuration.
When you click Apply, changes are saved to the running
configuration. When the system boots, it loads the startup
configuration. Any changes to the running configuration that were
not saved to the startup configuration are lost across a power cycle.

Print Opens the printer dialog box that allows you to print the current
page. Only the main panel prints.

Refresh Refreshes the screen with the current information.

Help Online help that contains information to assist in configuring and
managing the switch. The online help pages are context sensitive.
For example, if the IP Addressing page is open, the help topic for
that page displays if you click Help.

Apply Updates the running configuration on the switch with the changes.
Configuration changes take effect immediately.

Clear Resets statistic counters and log files to the default configuration.

Ouery Queries tables.

Left arrow and
Right arrow

Moves information between lists.

% NOTE: A few pages contain a button that occurs only on that page. Page-specific
buttons are described in the sections that pertain to those pages.
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Defining Fields

User-defined fields can contain 1-159 characters, unless otherwise noted on
the Dell OpenManage Switch Administrator web page.

All characters may be used except for the following:

*
s/
e 7
e <
. >

Understanding the Device View

The Device View shows various information about switch. This graphic
appears on the OpenManage Switch Administrator Home page, which is the
page that displays after a successful login. The graphic provides information
about switch ports and system health.

Figure 4-3. Dell Networking N3048 Device View
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Using the Device View Port Features

The switching-port coloring indicates if a port is currently active. Green
indicates that the port has a link, red indicates that an error has occurred on
the port, and blue indicates that the link is down. Each port image is a
hyperlink to the Port Configuration page for the specific port.
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Using the Device View Switch Locator Feature

The Device View graphic includes a Locate button and a drop-down menu of
timer settings. When you click Locate, the switch locator LED on the back
panel of the switch blinks for the number of seconds selected from the timer
menu. The green, blinking LED on the back of the switch can help you or a
technician near the switch identify the physical location of the switch within
a room or rack full of switches. After you click the Locate button it turns
green and remains green while the LED is blinking.

% NOTE: You can also issue the locate command from the CLI to enable the
locator LED.
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Using the Command-Line Interface

This section describes how to use the Command-Line Interface (CLI) on a
Dell Networking N2000, N3000, and N4000 series switches.

The topics covered in this section include:
*  Accessing the Switch Through the CLI
*  Understanding Command Modes
* Entering CLI Commands

Accessing the Switch Through the CLI

The CLI provides a text-based way to manage and monitor the Dell
Networking N2000, N3000, and N4000 series switches. You can access the
CLI by using a direct connection to the console port or by using a Telnet or
SSH client.

To access the switch by using Telnet or Secure Shell (SSH), the switch must
have an IP address, and the management station you use to access the device
must be able to ping the switch IP address.

For information about assigning an IP address to a switch, see "Setting the IP
Address and Other Basic Network Information" on page 147.

Console Connection

Use the following procedures to connect to the CLI by connecting to the
console port. For more information about creating a serial connection, see the
Getting Started Guide available at support.dell.com/manuals.

1 Connect the DB-9 connector of the supplied serial cable to a management
station, and connect the RJ-45 connector to the switch console port.

On N2000 and N3000 series switches, the console port is located on the
right side of the front panel and is labeled with the |O]O] symbol. On the
N4000 series switches, it is located on the back panel above the OOB
Ethernet port.
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% NOTE: For a stack of switches, be sure to connect to the console port on the
Master switch. The Master LED (M) is illuminated on the stack Master.

2 Start the terminal emulator, such as Microsoft HyperTerminal, and select
the appropriate serial port (for example, COM 1) to connect to the
console.

3 Configure the management station serial port with the following settings:
*  Data rate — 9600 baud.
*  Data format — 8 data bits
*  Parity — None
*  Stop bits — 1
*  Ilow control — None
4 Power on the switch (or stack).

After the boot process completes, the console> prompt displays, and
you can enter commands.

% NOTE: By default, no authentication is required for console access.
However, if an authentication method has been configured for console port
access, the User: login prompt displays.

Telnet Connection

Telnet is a terminal emulation TCPF/IP protocol. ASCII terminals can be
virtually connected to the local device through a TCP/IP protocol network.

Telnet connections are enabled by default, and the Telnet port number is 23.
The switch supports up to four simultaneous Telnet sessions. All CLI
commands can be used over a Telnet session.

% NOTE: SSH, which is more secure than Telnet, is disabled by default.

To connect to the switch using Telnet, the switch must have an IP address,
and the switch and management station must have network connectivity. You
can use any Telnet client on the management station to connect to the
switch.

136 | Using the Command-Line Interface



You can also initiate a Telnet session from the OpenManage Switch
Administrator. For more information, see "Initiating a Telnet Session from the
Web Interface" on page 288.

Understanding Command Modes

The CLI groups commands into modes according to the command function.
Each of the command modes supports specific software commands. The
commands in one mode are not available until you switch to that particular
mode, with the exception of the User EXEC mode commands. You can
execute the User EXEC mode commands in the Privileged EXEC mode.

To display the commands available in the current mode, enter a question
mark (?) at the command prompt. In each mode, a specific command is used
to navigate from one command mode to another.

The main command modes include the following:

*  User EXEC — Commands in this mode permit connecting to remote
devices, changing terminal settings on a temporary basis, performing basic
tests, and listing system information.

e Privileged EXEC — Commands in this mode permit you to view all switch
settings and to enter the global configuration mode.

*  Global Configuration — Commands in this mode manage the device
configuration on a global level and apply to system features, rather than to
a specific protocol or interface.

* Interface Configuration — Commands in this mode configure the settings
for a specific interface or range of interfaces.

*  VLAN Configuration — Commands in this mode create and remove
VLANs and configure IGMP/MLD Snooping parameters for VLANS.

The CLI includes several additional command modes. For more information

about the CLI command modes, including details about all modes, see the
CLI Reference Guide.

Table 5-1 describes how to navigate between CLI Command Mode and lists
the prompt that displays in each mode.
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Table 5-1.

Command Mode Overview

Command Mode |Access Method |Command Prompt Exit or Access
Previous Mode

User EXEC The user is consoles> logout
automatically in
User EXEC
mode unless the
user is defined as
a privileged user.

Privileged EXEC |From User console# Use the exit
EXEC mode, command, or press
enter the enable Ctrl-Z to return to
command User EXEC mode.

Global From Privileged |console (config)# |Use the exit

Configuration  |EXEC mode, use command, or press
the configure Ctrl-Z to return to
command. Privileged EXEC

mode.

Interface From Global console (config- To exit to Global

Configuration  |Configuration |if) # Configuration
mode, use the mode, use the exit
interface command, or press
command and Ctrl-Z to return to
specify the Privileged EXEC
interface type mode.
and ID.
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Entering CLI Commands

The switch CLI uses several techniques to help you enter commands.

Using the Question Mark to Get Help

Enter a question mark (?) at the command prompt to display the commands
available in the current mode.

console (config-vlan) #?

exit To exit from the mode.

help Display help for various special keys.

ip Configure IP parameters.

ipvé Configure IPv6 parameters.

protocol Configure the Protocols associated with
particular Group Ids.

vlan Create a new VLAN or delete an existing
VLAN.

Enter a question mark (?) after each word you enter to display available
command keywords or parameters.

console (config) #vlan ?

<vlan-list> <1-4093> - separate non-consecutive IDs
with ',' and no spaces; Use '-' for
range.

protocol Configure Protocol Based VLAN
parameters.

If the help output shows a parameter in angle brackets, you must replace the
parameter with a value.

console#ftelnet ?

<ip-address|hostname> Enter the valid host IP
address or Host Name.
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If there are no additional command keywords or parameters, or if additional
parameters are optional, the following message appears in the output:

<Ccr> Press enter to execute the command.

You can also enter a question mark (?) after typing one or more characters of a
word to list the available command or parameters that begin with the letters,
as shown in the following example:

console#show po?
policy-map port ports

Using Command Completion

The CLI can complete partially entered commands when you press the
<Tab> or <Space> key.

console#show run<Tab>
consolef#fshow running-config

If the characters you entered are not enough for the switch to identify a single
matching command, continue entering characters until the switch can
uniquely identify the command. Use the question mark (?) to display the
available commands matching the characters already entered.

Entering Abbreviated Commands

To execute a command, you need to enter enough characters so that the
switch can uniquely identify a command. For example, to enter Global
Contfiguration mode from Privileged EXEC mode, you can enter conf instead
of configure.

consolef#fconf
console (config) #

Negating Commands

For many commands, the prefix keyword no is entered to cancel the effect of
a command or reset the configuration to the default value. Many
configuration commands have this capability.
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Command Output Paging

Lines are printed on the screen up to the configured terminal length limit
(default 24). Use the space bar to show the next page of output or the carriage
return to show the next line of output. Setting the terminal length to zero
disables paging. Command output displays until no more output is available.

Understanding Error Messages

If you enter a command and the system is unable to execute it, an error
message appears. Table 5-2 describes the most common CLI error messages.

Table 5-2.  CLI Error Messages

Message Text Description

% Invalid input Indicates that you entered an incorrect or

detected at '™ unavailable command. The carat (”) shows

marker. where the invalid text is detected. This message
also appears if any of the parameters or values are

A

not recognized.

Command not found /  Indicates that you did not enter the required

Incomplete command. keywords or values.

Use ? to list

commands .

Ambiguous command Indicates that you did not enter enough letters to

uniquely identify the command.

If you attempt to execute a command and receive an error message, use the
question mark (?) to help you determine the possible keywords or parameters
that are available.

Recalling Commands from the History Buffer

Every time a command is entered in the CLI, it is recorded in an internally
managed Command History buffer. By default, the history buffer is enabled
and stores the last 10 commands entered. These commands can be recalled,
reviewed, modified, and reissued. This buffer is not preserved after switch
resets.
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Table 5-3. History Buffer Navigation

Keyword Source or Destination
Up-arrow key Recalls commands in the history buffer, beginning with the most
<Ctil>+<p> | recent command. Repeats the key sequence to recall successively

older commands.

Down-arrow key | Returns to more recent commands in the history buffer after
<Ctil>+<N> recalling commands with the up-arrow key. Repeating the key

sequence recalls more recent commands in succession.
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Default Settings

This section describes the default settings for many of the software features

on the Dell Networking series switches.

Table 6-1. Default Settings

Feature Default
[P address None
Subnet mask None
Default gateway None

DHCEP client

VLAN 1 Members

SDM template

Users

Minimum password length
[Pv6 management mode
SNTP client

Global logging

Switch auditing

CLI command logging
Web logging

SNMP logging

Console logging

RAM logging

Persistent (FLASH) logging
DNS

SNMP

Enabled on out-of-band (OOB) interface.
All switch ports

Dual IPv4 and [Pv6 routing

None

§ characters

Enabled

Disabled

Enabled

Disabled

Disabled

Disabled

Disabled

Enabled (Severity level: debug and above)
Enabled (Severity level: debug and above)
Disabled

Enabled (No servers configured)

Enabled (SNMPv1)
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Table 6-1. Default Settings (Continued)

Feature Default

SNMP Traps Enabled

Auto Configuration Enabled

Auto Save Disabled
Stacking Enabled
Nonstop Forwarding on the Stack Enabled

sklow Enabled

ISDP Enabled (Versions 1 and 2)
RMON Enabled
TACACS+ Not configured
RADIUS Not configured
SSH/SSL Disabled

Telnet Enabled

Denial of Service Protection Disabled
Captive Portal Disabled

Dotlx Authentication (IEEE §02.1X) Disabled
MAC-Based Port Security All ports are unlocked
Access Control Lists (ACL) None configured
[P Source Guard (IPSG) Disabled

DHCP Snooping Disabled
Dynamic ARP Inspection Disabled
Protected Ports (Private VLAN Edge) None

Energy Detect Mode Disabled

EEE Lower Power Mode Disabled

PoE Plus (POE switches) Auto

Flow Control Support (IEEE 802.3x) Enabled

Head of Line Blocking Prevention Disabled
Maximum Frame Size 1500 bytes
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Table 6-1. Default Settings (Continued)

Feature Default
Auto-MDI/MDIX Support Enabled

Auto Negotiation Enabled

Advertised Port Speed Maximum Capacity
Broadcast Storm Control Disabled

Port Mirroring Disabled

LLDP Enabled
LLDP-MED Disabled

MAC Table Address Aging
Cisco Protocol Filtering (LLPF)
DHCP Layer 2 Relay

Default VLAN ID

Default VLAN Name

GVRP

GARP Timers

Voice VLAN

Guest VLAN
RADIUS-assigned VLANs
Double VLANs

Spanning Tree Protocol (STP)
STP Operation Mode
Optional STP Features
STP Bridge Priority
Multiple Spanning Tree
Link Aggregation

LACP System Priority

300 seconds (Dynamic Addresses)
No protocols are blocked
Disabled

1

Default

Disabled

Leave: 60 centiseconds
Leave All: 1000 centiseconds
Join: 20 centiseconds

Disabled

Disabled

Disabled

Disabled

Enabled

IEEE 802.1w Rapid Spanning Tree
Disabled

32768

Disabled

No LAGs configured
1
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Table 6-1. Default Settings (Continued)

Feature Default
Routing Mode Disabled
OSPF Admin Mode Enabled
OSPF Router ID 0.0.0.0
IP Helper and UDP Relay Enabled
RIP Enabled
VRRP Disabled
Tunnel and Loopback Interfaces None
[Pv6 Routing Disabled
DHCPv6 Disabled
OSPFv3 Enabled
DiffServ Enabled
Auto VoIP Disabled
Auto VoIP Traffic Class 6

PFC Disabled; no classifications configured.
DCBx version Auto detect
iISCSI Enabled
MLD Snooping Enabled
IGMP Snooping Enabled
IGMP Snooping Querier Disabled
GMRP Disabled
[Pv4 Multicast Disabled
IPv6 Multicast Disabled
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Setting the IP Address and Other
Basic Network Information

This chapter describes how to configure basic network information for the
switch, such as the IP address, subnet mask, and default gateway. The topics
in this chapter include:

* [P Address and Network Information Overview
*  Default Network Information

*  Configuring Basic Network Information (Web)
*  Contiguring Basic Network Information (CLI)

*  Basic Network Information Configuration Example

IP Address and Network Information Overview

What Is the Basic Network Information?

The basic network information includes settings that define the Dell
Networking N2000, N3000, and N4000 series switches in relation to the
network. Table 7-1 provides an overview of the settings this chapter describes.

Table 7-1. Basic Network Information

Feature Description

IP Address On an [Pv4 network, the a 32-bit number that uniquely
identifies a host on the network. The address is
expressed in dotted-decimal format, for example

192.168.10.1.

Subnet Mask Determines which bits in the IP address identify the
network, and which bits identify the host. Subnet
masks are also expressed in dotted-decimal format, for

example 255.255.255.0.
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Table 7-1. Basic Network Information (Continued)

Feature Description

Default Gateway Typically a router interface that is directly connected to
the switch and is in the same subnet. The switch sends
IP packets to the default gateway when it does not
recognize the destination IP address in a packet.

DHCP Client Requests network information from a DHCP server on
the network.

Domain Name System Translates hostnames into [P addresses. The server

(DNS) Server maintains a domain name databases and their

corresponding 1P addresses.

Default Domain Name Identifies your network, such as dell.com. If you enter a
hostname and do not include the domain name
information, the default domain name is automatically
appended to the hostname.

Host Name Mapping Allows you to statically map an IP address to a
hostname.

Additionally, this chapter describes how to view host name-to-IP address
mappings that have been dynamically learned by the system.

Why Is Basic Network Information Needed?

Dell Networking series switches are layer 2/3 managed switches. To manage
the switch remotely by using a web browser or Telnet client, the switch must
have an IP address, subnet mask, and default gateway. You must also
configure a username and password to be able to log into the switch from a
remote host. For information about configuring users, see "Configuring
Authentication, Authorization, and Accounting” on page 207. If you manage
the switch only by using the console connection, configuring an IP address
and user is not required. In this case, disabling the Telnet server using the no
ip telnet command is recommended.

: The configuration example in this chapter includes commands to create
%NOTETh figurat le in this chapt lud dst t
an administrative user with read/write access.
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Contfiguring the DNS information, default domain name, and host name
mapping help the switch identify and locate other devices on the network and
on the Internet. For example, to upgrade the switch software by using a TITP
server on the network, you must identify the TI'T'P server. If you configure
the switch to use a DNS server to resolve hostnames into IP addresses, you
can enter the hostname of the TFTP server instead of the IP address. It is
often easier to remember a hostname than an IP address, and if the IP address
is dynamically assigned, it might change from time-to-time.

How Is Basic Network Information Configured?

You must use a console-port connection to perform the initial switch
configuration. When you boot the switch for the first time and the
configuration file is empty, the Dell Easy Setup Wizard starts. The Dell Easy
Setup Wizard is a CLI-based tool to help you perform the initial switch
configuration. If you do not respond to the Dell Easy Setup Wizard prompt
within 60 seconds, the console> prompt appears, and you enter User
Configuration mode.

For more information about performing the initial switch configuration by
using the wizard, see the Getting Started Guide at
support.dell.com/manuals.

If you do not use the wizard to prompt you for the initial configuration
information, you can enable the DHCP client on the switch to obtain
network information from a DHCP server on your network, or you can
statically assign the network information.

After you configure the switch with an IP address and create a user account,
you can continue to use the console connection to configure basic network
information, or you can log on to the switch by using a Telnet client or a web
browser. You can change the IP address information and configure additional
network information from the remote system.

What Is Qut-of-Band Management and In-Band Management?

The Dell Networking 3000 and 4000 series switches have an external port
intended solely for management of the switch. This port is the out-of-band
(OOB) management port. Traffic received on the OOB port is never switched
or routed to any in-band port and is not rate limited. Likewise, traffic received
on any in-band port is never forwarded or routed over the OOB port. The only
applications available on the OOB port are protocols required to manage the
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switch, for example Telnet, SSH, DHCP client, and TI'TP. If using the out-of-
band management port, it is strongly recommended that the port be
connected only to a physically isolated secure management network.

Alternatively, network administrators may choose to manage their network via
the production network. This is in-band management. Because in-band
management traffic is mixed in with production network traffic, it is subject
to all of the filtering rules usually applied on a switched/routed port, such as
ACLs and VLAN tagging, and is rate limited to protect against DoS attacks.

You can assign an IP address or IPv6 addresses to the OOB management port
and to any VLAN. By default, all ports are members of VLAN 1. If you assign an
IP address to VLAN 1, you can connect to the switch management interface by
using any of the front-panel switch ports. This is required to manage the N2000
switches over an Ethernet port.

Dell recommends that you use the OOB port for remote management. The
following list highlights some advantages of using OOB management instead
of in-band management:

* Traffic on the OOB port is passed directly to the switch CPU, bypassing
the switching silicon. The OOB port is implemented as an independent
NIC, which allows direct access to the switch CPU from the management
network.

*  If the production network is experiencing problems, you can still access
the switch management interface and troubleshoot issues.

*  Because the OOB port is intended to be physically isolated from the
production network or deployed behind a firewall, configuration options
are limited to just those protocols needed to manage the switch. Limiting
the configuration options makes it difficult to accidentally cut off
management access to the switch.

DHCP can be enabled on the OOB interface and VLAN interfaces
simultaneously, or you can configure static information. To configure static
address information on the default VLAN, set the IP address and subnet mask
on the VLAN interface and configure a global default gateway for the switch.

Adjusting the Management Interface MTU

When logging in to the Dell Networking switch using TCP, the switch
negotiates the TCP Maximum Segment Size (MSS) using the minimum of
the requested MSS or the MTU setting of the port. TCP packets are
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transmitted from the switch with the DI (Don't Fragment) bit set in order to
receive notification of fragmentation from any transit routers. Upon receiving
an ICMP Destination Unreachable, Fragmentation needed but DI set
notification, the switch will reduce the MSS. However, many firewalls block
ICMP Destination Unreachable messages, which causes the destination to
request the packet again until the connection times out.

To resolve this issue, you can reduce the MSS setting to a more appropriate
value on the local host or alternatively, you can set system MTU to a smaller
value.

Default Network Information

4 NOTE: N2000 switches do not have an out-of-band interface.

By default, no network information is configured. The DHCP client is
enabled on the OOB interface by default on N3000 and N4000 switches.
The DHCP client is enabled on VLAN 1 by default on the N2000 switches.
DNS is enabled, but no DNS servers are configured. VLAN 1 does not have an
IP address, subnet mask, or default gateway configured on N3000 and N4000

switches.
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Configuring Basic Network Information (Web)

This section provides information about the OpenManage Switch
Administrator pages for configuring and monitoring basic network
information on the Dell Networking N2000, N3000, and N4000 series
switches. For details about the fields on a page, click 7' at the top of the

page.

Out-of-Band Interface

4 NOTE: N2000 switches do not have an out-of-band interface.

Use the Out of Band Interface page to assign the out-of-band interface IP
address and subnet mask or to enable/disable the DHCP client for address
information assignment. DHCP is enabled by default on the OOB interface.
The OOB interface must be configured on a subnet separate from the front-
panel port routing interfaces. The system default gateway must not share an
address range/subnet with the OOB interface.

The out-of-band interface may also be assigned an IPv6 address, either
statically or via DHCP In addition, the out-of-band port may be assigned an
IPv6 address via the IPv6 auto-configuration process.

To display the Out of Band Interface page, click System — IP Addressing —
Out of Band Interface in the navigation panel.
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Figure 7-1. Out of Band Interface
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To enable the DHCP client and allow a DHCP server on your network to
automatically assign the network information to the OOB interface, select
DIHCP from the Protocol menu. If you statically assign the network
information, make sure the Protocol menu is set to None.

IP Interface Configuration (Default VLAN IP Address)

Use the IP Interface Configuration page to assign the default VLAN IP
address and subnet mask, the default gateway IP address, and to assign the
boot protocol.

To display the IP Interface Configuration page, click Routing — IP —
IP Interface Configuration in the navigation panel.
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Figure 7-2. IP Interface Configuration (Default VLAN)
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Assigning Network Information to the Default VLAN

To assign an IP Address and subnet mask to the default VLAN:
1 From the Interface menu, select VLAN 1.
2 From the Routing Mode ficld, select Enable.

3 [rom the IP Address Configuration Method ficld specify whether to
assign a static IP address (Manual) or use DHCP for automatic address
assignment.

4 If you select Manual for the configuration method, specify the IP Address
and Subnet Mask in the appropriate fields.

5 Click Apply.
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% NOTE: You do not need to configure any additional fields on the page. For
information about VLAN routing interfaces, see "Configuring Routing Interfaces”
on page 1021.

Route Entry Configuration (Switch Default Gateway)

Use the Route Entry Configuration page to configure the default gateway for
the switch. The default VLAN uses the switch default gateway as its default
gateway. The switch default gateway must not be on the same subnet as the
OOB management port, as the OOB management port cannot route packets
received on the front-panel ports.

To display the Route Entry Configuration page, click Routing — Router —
Route Entry Configuration in the navigation panel.

Figure 7-3. Route Configuration (Default VLAN)
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Configuring a Default Gateway for the Switch:

To configure the switch default gateway:
1 Open the Route Entry Configuration page.
2 [rom the Route Type ficld, select Default.

Figure 7-4. Default Route Configuration (Default VLAN)
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Apply

3 In the Next Hop IP Address ficld, enter the IP address of the default
gateway.

4 Click Apply.

For more information about configuring routes, see "Configuring IP Routing"
on page 1063.
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Domain Name Server

Use the Domain Name Server page to configure the IP address of the DNS
server. The switch uses the DNS server to translate hostnames into IP
addresses.

To display the Domain Name Server page, click System — IP Addressing —
Domain Name Server in the navigation panel.

Figure 7-5. DNS Server
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To configure DNS server information, click the Add link and enter the IP
address of the DNS server in the available field.

Figure 7-6. Add DNS Server
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Default Domain Name

Use the Default Domain Name page to configure the domain name the
switch adds to a local (unqualified) hostname.

To display the Default Domain Name page, click System — IP Addressing —
Default Domain Name in the navigation panel.

Figure 7-7. Default Domain Name
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Host Name Mapping

Use the Host Name Mapping page to assign an IP address to a static host
name. The Host Name Mapping page provides one IP address per host.

To display the Host Name Mapping page, click System — IP Addressing —
Host Name Mapping.

Figure 7-8. Host Name Mapping
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To map a host name to an IP address, click the Add link, type the name of the
host and its IP address in the appropriate fields, and then click Apply.

Figure 7-9. Add Static Host Name Mapping
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Use the Show All link to view all configured host name-to-IP address
mappings.
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Dynamic Host Name Mapping

Use the Dynamic Host Name Mapping page to view dynamic host entries
the switch has learned. The switch learns hosts dynamically by using the
configured DNS server to resolve a hostname. For example, if you ping
www.dell.com from the CLI, the switch uses the DNS server to lookup the IP
address of dell.com and adds the entry to the Dynamic Host Name Mapping
table.

To display the Dynamic Host Name Mapping page, click System — IP
Addressing — Dynamic Host Name Mapping in the navigation panel.

Figure 7-10. View Dynamic Host Name Mapping
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Configuring Basic Network Information (CLI)

This section provides information about the commands you use to configure
basic network information on the Dell Networking N2000, N3000, and N4000
series switches. For more information about these commands, see the Del/

Networking N2000, N3000, and N4000 Series Switches CLI Reference Guide

at support.dell.com/manuals.

Enabling the DHCP Client on the 00B Port
4 NOTE: N2000 switches do not have an out-of-band interface.

Beginning in Privileged EXEC mode, use the following commands to enable
the DHCP client on the OOB port.

Command Purpose

configure Enter Global Configuration mode.

interface out-of-band  Enter Interface Configuration mode for the OOB port.
ip address dhep Enable the DHCP client.

CTRL + Z Exit to Privileged EXEC mode.

show ip interface out-of- Display network information for the OOB port.

band

Enabling the DHCP Client on the Default VLAN

Beginning in Privileged EXEC mode, use the following commands to enable
the DHCP client on the default VLAN, which is VLAN 1. As a best practice,
it is recommended that a separate VLAN other than one used for client tratfic
be used for in-band management of the switch. In general, using VLAN 1, or
any other VLAN carrying client traffic, for in-band management introduces a
security vulnerability.

Command Purpose

configure Enter Global Configuration mode.

interface vlan 1 Enter Interface Configuration mode for VLAN 1.
ip address dhep Enable the DHCP client.

ipv6 address dhep Enable the DHCPv6 client.
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Command Purpose

CTRL + Z Exit to Privileged EXEC mode.

show ip interface vlan 1 Display network information for VLAN 1.

Managing DHCP Leases

Beginning in Privileged EXEC mode, use the following commands to manage
and troubleshoot DHCP leases on the switch.

Command Purpose

show dhcp lease Display IPv4 addresses leased from a DHCP server.
interface [nterfacel

show ipv6 dhep interface Display information about the IPv6 DHCP information

vlan [interface) for all interfaces or for the specified interface.

debug dhcp packet Display debug information about DHCPv4 client activities
and to trace DHCPv4 packets to and from the local
DHCPv4 client.

debug ipv6 dhep Display debug information about DHCPv6 client activities
and to trace DHCPV6 packets to and from the local
DHCPV6 client.

ipv6 address Set the IPv6 address of the management interface or

{[ prefix/prefixiien) | enables autoconfiguration or DHCP

autoconfig | dhcp}

ipv6 gateway ipvo- Set the IPv6 default gateway address.

address

ipv6 enable Enable IPv6 functionality on the interface.

show ipv6 interface out- Show settings for the interface.

of-band
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Configuring Static Network Information on the 00B Port
% NOTE: N2000 switches do not have an out-of-band interface.

Beginning in Privileged EXEC mode, use the following commands to
configure a static IP address, subnet mask, and default gateway on the OOB
port. If no default gateway is configured, then the zero subnet (0.0.0.0) is
used. In this configuration, the OOB port can reach hosts in the local subnet
only, because the OOB port will not be able to issue ARP requests to the
default gateway. Configuring a default gateway address on the OOB port
allows the OOB port to issue ARPs and address traffic to hosts on other
subnets. The OOB port subnet may not overlap with any in-band VLAN

subnet.
Command Purpose
configure Enter Global Configuration mode.

interface out-of-band

ip address ip_address
subnet_mask | gateway _ip|

ipv6 address prefix/prefix-
length

ipv6 address enable
ipv6 address autoconfig
ipv6 address dhep
CTRL + Z

Enter Interface Configuration mode for the OOB
port.

Configure a static [P address and subnet mask.
Optionally, you can also configure a default gateway.

Configure an IPv6 prefix for the OOB port

Enable IPv6 addressing on the OOB port

Enable IPv6 auto-configuration for the OOB port
Enable DHCP address assignment for the OOB port.
Exit to Privileged EXEC mode.

show ip interface out-of-band Verify the network information for the OOB port.

% NOTE: The out-of-band port also supports IPv6 address assignment, including IPv6
auto-configuration and an IPv6 DHCP client.

Configuring Static Network Information on the Default VLAN

Beginning in Privileged EXEC mode, use the following commands to
configure a static IP address, subnet mask, and default gateway on the default
VLAN. Alternatively, a DHCP server may be used to obtain a network address.
The switch also supports [Pv6 address auto-configuration.
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Static IP subnets on inband ports (configured on switch VLANs) may not
overlap with the OOB port subnet. If configuring management access on the
front-panel ports, it is recomended that:

¢ A VLAN other than the default VLAN be used to avoid attack vectors
enabled by incorrect cabling.

*  Both ACLs and Management ACLs be utilized to reduce the possibility of
DoS attacks or intruders gaining access to the switch management
console. The advantage of the management ACL is that it can also protect
the OOB port, whereas ACLs can only protect access via an in-band port.

Command Purpose

configure Enter Global Configuration mode.

interface vlan 1 Enter Interface Configuration mode for VLAN 1.
ip address ip_address Enter the IP address and subnet mask.

subnet_mask

ipv6 address prefix/prefix-length ~ Enter the IPv6 address and prefix.
[eui64]

ipv6 enable Enable IPv6 on the interface.
exit Exit to Global Configuration mode

ip default-gateway /p_address ~ Configure the default gateway.ipv6 gateway
Configure the default gateway for [Pv6.

ipv6 gateway 1p_address Configure the default gateway for IPv6.

exit Exit to Privileged Exec mode.

show ip interface vlan 1 Verify the network information for VLAN 1.
show ipv6 interface vlan 1 Verify IPv6 network information for VLAN 1.

Configuring and Viewing Additional Network Information

Beginning in Privileged EXEC mode, use the following commands to
configure a DNS server, the default domain name, and a static host name-to-
address entry. Use the show commands to verify configured information and
to view dynamic host name mappings.
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Command Purpose

configure Enter Global Configuration mode.

ip domain-lookup Enable [P DNS-based host name-to-address translation.
ip name-server Enter the IP address of an available name server to use to
1p_address resolve host names and IP addresses.

You can specify up to six DNS servers. The first server you
configure is the primary DNS server.

ip domain-name name  Define a default domain name to complete unqualified
host names.

ip host name ip_address Use to configure static host name-to-address mapping in
the host cache.

ip address-conflict- Trigger the switch to run active address conflict detection

detect run by sending gratuitous ARP packets for IPv4 addresses on
the switch.

CTRL + Z Exit to Privileged EXEC mode.

show ip interface vlan 1  Verify the network information for VLAN 1.

show hosts Verify the configured network information and view the
dynamic host mappings.

show ip address-conflict View the status information corresponding to the last
detected address conflict.

clear ip address-conflict- Clear the address conflict detection status in the switch.
detect

Setting Basic Network Information | 165



Basic Network Information Configuration
Example

In this example, an administrator at a Dell office in California decides not to
use the Dell Easy Setup Wizard to perform the initial switch configuration.
The administrator configures a Dell Networking N2000, N3000, and N4000
series switches to obtain its information from a DHCP server on the
management network and creates the administrative user with read/write
access. The administrator also configures the following information:

e Primary DNS server: 10.27.138.20
*  Secondary DNS server: 10.27.138.21
*  Default domain name: sunny.dell.com

The administrator also maps the administrative laptop host name to its [P
address. The administrator uses the OOB port to manage the switch.

To configure the switch:

1 Connect the OOB port to the management network. DHCP is enabled by
on the switch OOB interface by default on N3000 and N4000 switches.
DHCEP is enabled on VLAN 1 on the N2000 switches. If the DHCP client
on the switch has been disabled, use the following commands to enable
the DHCP client on the OOB port.

console#configure

console (config) #interface out-of-band
console (config-if) #ip address dhcp
console (config-if) #exit

2 Configure the administrative user.

console (config) #username admin password secretl23
level 15

3 Configure the DNS servers, default domain name, and static host
mapping.
console (config) #ip name-server 10.27.138.20
10.27.138.21
console (config) #ip domain-name sunny.dell.com

console (config) #ip host admin-laptop 10.27.65.103
console (config) #exit
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4 View the network information that the DHCP server on the network
dynamically assigned to the switch.

console#tshow ip interface out-of-band

IP AdAresSS . it i ittt ettt et 10.27.22.153
Subnet Mask............. ... 255.255.255.0
Default Gateway........oviunnn.. 10.27.22.1
Protocol Current................. DHCP

Burned In MAC Address............ 001E.C9AA.AA0S8

5 View additional network information.

console#show hosts

Host name:

Default domain: sunny.dell.com dell.com
Name/address lookup is enabled

Name servers (Preference order): 10.27.138.20,
10.27.138.21

Configured host name-to-address mapping:

Host Addresses

admin-laptop 10.27.65.103

cache: TTL (Hours)

No hostname is mapped to an IP address
6 Verify that the static hostname is correctly mapped.

console#ping admin-laptop
Pinging admin-laptop with 0 bytes of data:

Reply From 10.27.65.103: icmp seq 0. time <10
msec.
Reply From 10.27.65.103: icmp seq

msecC.

1. time <10
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Managing QSFP Ports

OSFP ports available on N4000 series switches can operate in 1 x 40G mode
orin 4 x 10G mode. Appropriate cables must be used that match the selected
mode. When changing from one mode to another, a switch reboot is required.
The OSFP ports also support stacking over the interfaces in either 1 x 40G or
4 x 10G mode. Changing from Ethernet mode to stacking mode and vice-
versa requires a reboot as well.

The ports on a OSFP plugin module are named Fol/1/1-2 in 40-gigabit mode
and Tel/1/1-8 in 10-gigabit mode. On the N4064, the fixed OSFP ports are
named Fol/0/1-2 in 40-gigabit mode and Tel/0/49-56 in 10-gigabit mode. All
of the possible populated or configured interfaces will show in the show
interfaces status command regardless of the port mode, i.e. 40-gigabit or
10-gigabit. Unpopulated or unconfigured interfaces for plug in modules do
not show in the show interfaces status command.

The default setting for a 40-gigabit Ethernet interface is nonstacking,
40-gigabit Ethernet (1 x 40G).

The commands to change 1 x 40G and 4 x 10G modes are always entered on
the 40-gigabit interfaces.

The commands to change the Ethernet/stack mode are entered on the
appropriate interface (tengigabitethernet or fortygigabitethernet). It is
possible to configure some of the 10G ports in a 40G interface as stacking and
not others.

To reconfigure a QSIP port, select the 40-gigabit port to change in Interface
Contfig mode and enter the hardware profile portmode command with the
selected mode. For example, to change a 1 x 40G port to 4 x 10G mode, enter
the following commands on the forty-gigabit interface:

console (config) #interface fol/1/1
console (config-if-Fol/1/2)#hardware profile portmode 4x10g

This command will not take effect until the switch is rebooted.
console (config-if-Fol/1/2)#do reload

Are you sure you want to reload the stack? (y/n)
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To change a4 x 10G port to 1 x 40G mode, enter the following commands on
the 40-gigabit interface:

console (config) #interface Fo2/1/1
console (config-if-Fo2/1/1) #hardware profile portmode 1x40g

This command will not take effect until the switch is rebooted.
console (config-if-Fol/1/2) #do reload

Are you sure you want to reload the stack? (y/n)

Attempting to change the port mode on the tengigabit interface will give the
error “An invalid interface has been used for this function.”
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Managing a Switch Stack

This chapter describes how to configure and manage a stack of switches.
The topics covered in this chapter include:

*  Stacking Overview

*  Detault Stacking Values

* Managing and Monitoring the Stack (Web)

*  Managing the Stack (CLI)

Stacking and NSF Usage Scenarios

Stacking Overview

The Dell Networking N2000, N3000, and N4000 and series switches include a
stacking feature that allows up to 12 switches to operate as a single unit. The
N2000 and N3000 series switches have two fixed mini-SAS stacking
connectors at the rear. N2000 series switches will stack with other N2000
series switches and Dell Networking 3000 series switches stack with other
3000 series switches.

Dell Networking 4000 series switches stack with other Dell Networking 4000
series switches over front panel ports configured for stacking.

A stack of twelve 48-port N2000 or N3000 switches has an aggregate
throughput capacity of 576 Gigabits. Dell Networking N2000/N3000 stacking
links operate at 21 Gbps or 4.3% of total aggregate throughput capacity of a
full stack; therefore, it is recommended that operators provision large stacking
topologies such that it is unlikely that a significant portion of the stack
capacity will transit stacking links. One technique for achieving this is to
distribute uplinks evenly across the stack vs. connecting all uplinks to a single
stack unit or to adjacent stacking units.

Dell Networking N4000 series switches support high performance stacking
over front panel ports, allowing increased capacity to be added as needed,
without affecting network performance and providing a single point of
management. Up to twelve Dell Networking N4000 series switches can be
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stacked using any port as long as the link bandwidth for parallel stacking links
is the same. In other words, all the port types on the N4000 series switches
can be used for stacking. Additional stacking connections can be made
between adjacent switch units to increase the stacking bandwidth provided
that all redundant stacking links have the same port speed. It is strongly
recommended that the stacking bandwidth be kept equal across all stacking
connections; that is, avoid mixing single and double stacking connections
within a stack. Up to eight redundant stacking links operating at the same
speed can be configured on an N4000 stack unit (four in each direction).

A stack of twelve N4000 series switches has an aggregate front panel capacity
of 5.760 terabits (not including the 40G ports). Provisioning for 5% inter-
stack capacity requires 280 gigabits of bandwidth dedicated to stacking or all
four 40G ports plus another twelve 10G ports. Therefore, it is recommended
that operators provision large stacking topologies such that it is unlikely that a
significant portion of the stack capacity will transit stacking links. One
technique for achieving this is to distribute downlinks and transit links evenly
across the stack vs. connecting all downlinks/transit links to a single stack unit
or to adjacent stacking units.

If Priority Flow Control (PFC) is enabled on any port in an N4000 series
stack, stacking is supported at distances up to 100 meters on the stacking
ports. If PI'C is not enabled, stacking is supported up to the maximum
distance supported by the transceiver on the stack links. Note that PF'C
cannot be enabled on stacking ports — the system handles the buffering and
flow control automatically.

A single switch in the stack manages all the units in the stack (the stack
master), and you manage the stack by using a single IP address. The IP
address of the stack does not change, even if the stack master changes.

A stack is created by daisy-chaining stacking links on adjacent units. If
available, up to eight links per stack unit can be used for stacking (four in
cach direction). A stack of units is manageable as a single entity when the
units are connected together. If a unit cannot detect a stacking partner on any
port enabled for stacking, the unit automatically operates as a standalone
unit. If a stacking partner is detected, the switch always operates in stacking
mode. One unit in the stack is designated as the stack master. The master
manages all the units in the stack. The stack master runs the user interface
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and switch software, and propagates changes to the member units. To manage
a stack using the serial interface, you must connect to the stack master via the
connect command or by physically connecting the cable to the stack master.

A second switch is designated as the standby unit, which becomes the master
if the stack master is unavailable. You can manually configure which unit is
selected as the standby, or the system can select the standby automatically.

When units are in a stack, the following activities occur:
*  All units are checked for software version consistency.

*  The switch Control Plane is active only on the master. The Control Plane
is a software layer that manages system and hardware configuration and
runs the network control protocols to set system configuration and state.

*  The switch Data Plane is active on all units in the stack, including the
master. The Data Plane is the set of hardware components that forward
data packets without intervention from a control CPU.

* The running configuration is propagated to all units and the application
state is synchronized between the master and standby during normal
stacking operation. The startup configuration and backup configuration
on the stack members are not overwritten with the master switch
configuration.

Dell strongly recommends connecting the stack in a ring topology so that
each switch is connected to two other switches.

Connecting switches in a ring topology allows the stack to utilize the
redundant communication path to each switch. If a switch in a ring topology
fails, the stack can automatically establish a new communications path to the
other switches. Switches not stacked in a ring topology may split into multiple
independent stacks upon the failure of a single switch or stacking link.

Additional stacking connections can be made between adjacent switch units
to increase the stacking bandwidth, provided that all redundant stacking links
have the same bandwidth. It is strongly reccommended that the stacking
bandwidth be kept equal across of all stacking connections; that is, avoid
mixing single and double stacking connections within a stack. Up to eight
redundant stacking links can be configured on a stacking unit (four in each
direction).

Figure 9-1 shows a stack with three switches as stack members connected in a
ring topology.
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Figure 9-1. Connecting a Stack of Switches

Unit 1

Unit 2

Unit 3

The stack in Figure 9-1 has the following physical connections between the
switches:

*  The lower stacking port on Unit 1 is connected to the upper stacking port
on Unit 2.

*  The lower stacking port on Unit 2 is connected to the upper stacking port
on Unit 3.

*  The lower stacing port on Unit 3 is connected to the upper stacking port
on Unit 1.

Dell Networking N2000, N3000, and N4000 Stacking Compatibility

Dell Networking N2000, N3000, and N4000 series switches do not stack with
different Dell Networking series switches or Dell PowerConnect series
switches. Dell Networking N2000 series switches only stack with other N2000
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series switches. Likewise, Dell Networking N3000 series switches only stack
with other Dell N3000 series switches. Dell Networking N4000 series switches
stack with other Dell Networking N4000 series switches.

How is the Stack Master Selected?

A stack master is elected or re-elected based on the following considerations,
in order:

1 The switch is currently the stack master.
2 The switch has the higher MAC address.

3 A unit is selected as standby by the administrator, and a fail over action is
manually initiated or occurs due to stack master failure.

In most cases, a switch that is added to an existing stack will become a stack

member, and not the stack master. When you add a switch to the stack, one

of the following scenarios takes place regarding the management status of the
new switch:

e [If the switch has the stack master function enabled but another stack
master Is already active, then the switch changes its configured stack
master value to disabled.

e If the stack master function is unassigned and there is another stack
master in the system then the switch changes its configured stack master
value to disabled.

e If the stack master function is enabled or unassigned and there is no other
stack master in the system, then the switch becomes stack master.

e [If the stack master function is disabled, the unit remains a non-stack
master.

If the entire stack is powered OFF and ON again, the unit that was the stack
master before the reboot will remain the stack master after the stack resumes
operation.

You can manually set the unit number for the switch. To avoid unit-number
conflicts, one of the following scenarios takes place when you add a new
member to the stack:

* If the switch has a unit number that is already in use, then the unit that
you add to the stack changes its configured unit number to the lowest
unassigned unit number.
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*  If the switch you add does not have an assigned unit number, then the
switch sets its configured unit number to the lowest unassigned unit
number.

e If the unit number is configured and there are no other devices using the
unit number, then the switch starts using the configured unit number.

e If the switch detects that the maximum number of units already exist in
the stack making it unable to assign a unit number, then the switch sets its
unit number to unassigned and does not participate in the stack.

Adding a Switch to the Stack

When adding a new member to a stack, make sure that only the stack cables,
and no network cables, are connected before powering up the new unit. Stack
port configuration is stored on the member units. If stacking over Ethernet
ports (N4000 only), configure the ports on the unit to be added to the stack as
stacking ports and power the unit off prior to connecting the stacking cables.
Make sure the links are not already connected to any ports of that unit. This is
important because if STP is enabled and any links are UP, the STP
reconvergence will take place as soon as the link is detected.

After the stack cables on the new member are connected to the stack, you can
power up the new units, beginning with the unit directly attached to the
currently powered-up unit. Always power up new stack units closest to an
existing powered unit first. Do not connect a new member to the stack after it
is powered up. Also, do not connect two functional, powered-up stacks
together. Hot insertion of units into a stack is not supported.

If a new switch is added to a stack of switches that are powered and running
and already have an elected stack master, the newly added switch becomes a
stack member rather than the stack master. Use the boot auto-copy-sw
command on the stack master to enable automatic firmware upgrade of newly
added switches. If a firmware mismatch is detected, the newly added switch
does not fully join the stack and holds until it is upgraded to the same
firmware version as the master switch. After firmware synchronization
finishes, the running configuration of the newly added unit is overwritten
with the stack master configuration. Stack port configuration is always stored
on the local unit and may be updated with preconfiguration information from
the stack master when the unit joins the stack.
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You can preconfigure information about a stack member and its ports before
you add it to the stack. The preconfiguration takes place on the stack master.
If there is saved configuration information on the stack master for the newly
added unit, the stack master applies the configuration to the new unit;

otherwise, the stack master applies the default configuration to the new unit.

Removing a Switch from the Stack

Prior to removing a member from a stack, check that other members of the
stack will not become isolated from the stack due to the removal. Check the
stack-port error counters to ensure that a stack configured in a ring topology
can establish a communication path around the member to be removed.

The main point to remember when you remove a unit from the stack is to
disconnect all the links on the stack member to be removed. Also, be sure to
take the following actions:

*  Remove all the STP participating ports and wait to stabilize the STP.

*  Remove all the member ports of any Port-Channels (LAGs) so there will
not be any control traffic destined to those ports connected to this member.

*  Statically re-route any traffic going through this unit.

When a unit in the stack fails, the stack master removes the failed unit from
the stack. The failed unit reboots with its original running-config. If the stack
is configured in a ring topology, then the stack automatically routes around
the failed unit. If the stack is not configured in a ring topology, then the stack
may split, and the isolated members will reboot and re-clect a new stack
master. No changes or configuration are applied to the other stack members;
however, the dynamic protocols will try to reconverge as the topology could
change because of the failed unit.

If you remove a unit and plan to renumber the stack, issue a no member unst
command in Stack Configuration mode to delete the removed switch from
the configured stack member information.

How is the Firmware Updated on the Stack?

When you add a new switch to a stack, the Stack Firmware Synchronization
feature automatically synchronizes the firmware version with the version
running on the stack master per the configuration on the master switch. The
synchronization operation may result in either upgrade or downgrade of
firmware on the mismatched stack member.
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Upgrading the firmware on a stack of switches is the same as upgrading the
firmware on a single switch. After you download a new image by using the Iile
Download page or copy command, the downloaded image is distributed to all
the connected units of the stack. For more information about downloading
and installing images, see "Managing Images and I'iles" on page 359.

What is Stacking Standby?

A standby unit is preconfigured in the stack. If the current stack master fails,
the standby unit becomes the stack master. If no switch is pre- -configured as
the stclndbv unit, the software automatically selects a standby unit from the
existing stack units.

When the failed master resumes normal operation, it joins the stack as a
member (not a master) if the new stack master has already been elected.

The stack master copies its running configuration to the standby unit
whenever it changes (subject to some restrictions to reduce overhead). This
enables the standby unit to take over the stack operation with minimal
interruption if the stack master becomes unavailable.

Operational state synchronization also occurs:

*  when you save the running configuration to the startup configuration on
the stack master.

*  when the backup unit changes.

What is Nonstop Forwarding?

Networking devices, such as the Dell Networking series switches, are often
described in terms of three semi-independent functions called the forwarding
plane, the control plane, and the management plane. The forwarding plane
forwards data packets and is implemented in hardware. The control plane is
the set of protocols that determine how the forwarding plane should forward
packets, deciding which data packets are allowed to be forwarded and where
they should go. Application software on the stack master acts as the control
plane. The management plane is application software running on the stack
master that provides interfaces allowing a network administrator to configure
the device.

The Nonstop Forwarding (NSF) feature allows the forwarding plane of stack
units to continue to forward packets while the control and management
planes restart as a result of a power failure, hardware failure, or software fault
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on the stack master. This type of operation is called nonstop forwarding.
When the stack master fails, only the switch ASICs on the stack master need
to be restarted.

To prevent adjacent networking devices from rerouting traffic around the
restarting device, the NSF feature uses the following three techniques:

1 A protocol can distribute a part of its control plane to stack units so that
the protocol can give the appearance that it is still functional during the
restart.

2 A protocol may enlist the cooperation of its neighbors through a technique
known as graceful restart.

3 A protocol may simply restart after the failover if neighbors react slowly
enough that they will not normally detect the outage.

The NSI feature enables the stack master unit to synchronize the running-
config within 60 seconds after a configuration change has been made.
However, if a lot of configuration changes happen concurrently, NSI uses a
back-off mechanism to reduce the load on the switch. The show nsf
command output includes information about when the next running-config
synchronization will occur.

Initiating a Failover

The NSF feature allows you to initiate a failover using the initiate failover
command, which causes the former stack master to reboot (cold start), and
the new master to perform a warm restart.

Initiating a failover reloads the stack master, triggering the backup unit to
take over. Before the failover, the stack master pushes application data and
other important information to the backup unit. Although the handoff is
controlled and causes minimal network disruption, some application state is
lost, such as pending timers and other pending internal events.

Checkpointing

Switch applications (features) that build up a list of data such as neighbors or
clients can significantly improve their restart behavior by remembering this
data across a warm restart. This data can either be stored persistently, as
DHCEP server and DHCP snooping store their bindings database, or the stack
master can checkpoint this data directly to the standby unit. Persistent
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storage allows an application on a standalone unit to retain its data across a
restart, but since the amount of storage is limited, persistent storage is not
always practical.

The NSF checkpoint service allows the stack master to communicate certain
data to the backup unit in the stack. When the stack selects a backup unit,
the checkpoint service notifies applications to start a complete checkpoint.
After the initial checkpoint is done, applications checkpoint changes to their
data.

% NOTE: The switch cannot guarantee that a backup unit has exactly the same data

that the stack master has when it fails. For example, the stack master might fail
before the checkpoint service gets data to the backup if an event occurs shortly

before a failover.

Table 9-1 lists the applications on the switch that checkpoint data and
describes the type of data that is checkpointed.

Table 9-1. Applications that Checkpoint Data
Application Checkpointed Data
ARP Dynamic ARP entries
Auto VOIP Calls in progress

Captive Portal

Authenticated clients

DHCP server Address bindings (persistent)
DHCP snooping DHCP bindings database
DOT10 Internal VLAN assignments
DOT1S Spanning tree port roles, port states, root bridge, ctc.
DOT1X Authenticated clients
DOT3ad Port states
IGMP/MLD Snooping ~ Multicast groups, list of router ports, last query data for
cach VLAN
[Pv6 NDP Neighbor cache entries
1SCSI Connections
LLDP List of interfaces with MED devices attached
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Table 9-1. Applications that Checkpoint Data

Application Checkpointed Data
OSPFv2 Neighbors and designated routers
OSPFv3 Neighbors and designated routers

Route Table Manager [Pv4 and IPv6 dynamic routes

SIM The system's MAC addresses. System up time. IP address,
network mask, default gateway on each management
interface, DHCPVG6 acquired IPv6 address.

Voice VLAN VoIP phones identified by CDP or DHCP (not LLDP)

Switch Stack MAC Addressing and Stack Design Considerations
The switch stack uses the MAC addresses assigned to the stack master.

% NOTE: Each switch is assigned four consecutive MAC addresses. A stack of
switches uses the MAC addresses assigned to the stack master.

If the backup unit assumes control due to a stack master failure or warm
restart, the backup unit continues to use the original stack master’s MAC
addresses. This reduces the amount of disruption to the network because
ARP and other L2 entries in neighbor tables remain valid after the failover to
the backup unit.

Stack units should always be connected with a ring topology (or other
biconnected topology), so that the loss of a single stack link does not divide
the stack into multiple stacks. If a stack is partitioned such that some units
lose all connectivity to other units, then both parts of the stack start using the
same MAC addresses. This can cause severe problems in the network.

If you move the stack master to a different place in the network, make sure
you power down the whole stack before you redeploy the stack master so that
the stack members do not continue to use the MAC address of the redeployed
switch.

NSF Network Design Considerations

You can design your network to take maximum advantage of NSE For
example, by distributing a LAG's member ports across multiple units, the
stack can quickly switch traffic from a port on a failed unit to a port on a
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surviving unit. When a unit fails, the forwarding plane of surviving units
removes LAG members on the failed unit so that it only forwards traffic onto
LAG members that remain up. If a LAG is left with no active members, the
LAG goes down. To prevent a LAG from going down, configure LAGs with
members on multiple units within the stack, when possible. If a stack unit
fails, the system can continue to forward on the remaining members of the
stack.

If your switch stack performs VLAN routing, another way to take advantage of
NSF is to configure multiple “best paths” to the same destination on
different stack members. If a unit fails, the forwarding plane removes Equal
Cost Multipath (ECMP) next hops on the failed unit from all unicast
forwarding table entries. If the cleanup leaves a route without any next hops,
the route is deleted. The forwarding plane only selects ECMP next hops on
surviving units. For this reason, try to distribute links providing ECMP paths
across multiple stack units.

Why is Stacking Needed?

Stacking increases port count without requiring additional configuration. If
you have multiple Dell Networking switches, stacking them helps make
management of the switches easier because you configure the stack as a single
unit and do not need to configure individual switches.

Default Stacking Values

Stacking is always enabled on Dell Networking series switches.

On the N4000 switches, by default, the 10G SFP+ ports are in Ethernet
mode and must be configured to be used as stacking ports. Ports that are
configured in stacking mode show as “detached” in the output of the show
interfaces status command.

Configuring an Ethernet port as a stacking port changes the default
configuration of the port. The port stacking configuration does not show in
the running-config. To determine the stacking configuration of a port, use the
show switch stack-ports command. On the N2000/N3000 switches, there are
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two fixed stacking ports in the rear of the switch. Stacking on Ethernet ports
is not supported. The fixed stacking ports show as TwentygigabitStacking and
are abbreviated Tw.

NSF is enabled by default. You can disable NSF to redirect the CPU resources
consumed by data checkpointing. Checkpointing only occurs when a backup
unit is elected, so there is no need to disable the NSF feature on a standalone
switch. When a new unit is added to the stack, the new unit takes the
configuration of the stack, including the NSF setting. OSPF implements a
separate graceful restart control that enables NSF for OSPE. OSPF graceful
restart is not enabled by default.
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Managing and Monitoring the Stack (Web)

This section provides information about the OpenManage Switch
Administrator pages for configuring and monitoring stacking on a Dell
Networking N2000, N3000, and N4000 series switches. For details about the
fields on a page, click 7 at the top of the page.

0 NOTE: The changes you make to the Stacking configuration pages take effect only
after the device is reset.

Unit Configuration

Use the Unit Configuration page to change the unit number and unit type
(Management, Member, or Standby).

To display the Unit Configuration page, click System — Stack Management
— Unit Configuration in the navigation panel.

Figure 9-2. Stack Unit Configuration
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Changing the ID or Switch Type for a Stack Member
To change the switch ID or type:

1 Open the Unit Configuration page.

2 Click Add to display the Add Unit page.

Figure 9-3. Add Remote Log Server Settings
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3 Specify the switch ID, and select the model number of the switch.
4 Click Apply.

Stack Summary

Use the Stack Summary page to view a summary of switches participating in
the stack.

To display the Stack Summary page, click System — Stack Management —
Stack Summary in the navigation panel.

Figure 9-4. Stack Summary
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Stack Firmware Synchronization

Use the Stack Firmware Synchronization page to control whether the
firmware image on a new stack member can be automatically upgraded or
downgraded to match the firmware image of the stack master.

To display the Stack Firmware Synchronization page, click System — Stack
Management — Stack Firmware Synchronization in the navigation panel.

Figure 9-5. Stack Firmware Synchronization
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Supported Switches

Use the Supported Switches page to view information regarding each type of
supported switch for stacking, and information regarding the supported
switches.

To display the Supported Switches page, click System — Stack Management
— Supported Switches in the navigation panel.

Figure 9-6. Supported Switches
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Stack Port Summary

Use the Stack Port Summary page to configure the stack-port mode and to
view information about the stackable ports. This screen displays the unit, the
stackable interface, the configured mode of the interface, the running mode
as well as the link status and link speed of the stackable port.

% NOTE: By default the ports are configured to operate as Ethernet ports. To
configure a port as a stack port, you must change the Configured Stack Mode
setting from Ethernet to Stack.

To display the Stack Port Summary page, click System — Stack Management
— Stack Port Summary in the navigation panel.

Figure 9-7. Stack Port Summary
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Stack Port Counters

Use the Stack Port Counters page to view the transmitted and received
statistics, including data rate and error rate.

To display the Stack Port Counters page, click System — Stack Management
— Stack Point Counters in the navigation panel.

Figure 9-8. Stack Port Counters
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Stack Port Diagnostics

The Stack Port Diagnostics page is intended for Iield Application Engineers
(FAEs) and developers only.
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NSF Summary

Use the NSF Summary page to change the administrative status of the NSF
feature and to view NSF information.

% NOTE: The OSPF feature uses NSF to enable the hardware to continue forwarding
IPv4 packets using OSPF routes while a backup unit takes over stack master
responsibility. To configure NSF on a stack that uses OSPF or 0SPFv3, see "NSF
OSPF Configuration" on page 1137 and "NSF OSPFv3 Configuration" on page 1154.

To display the NSF Summary page, click System — Stack Management —
NSF Summary in the navigation panel.

Figure 9-9. NSF Summary
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To cause the maser unit to failover to the standby unit, click Initiate Failover.
The failover results in a warm restart of the stack master. Initiating a failover
reloads the stack master, triggering the backup unit to take over.

190 | Managing a Switch Stack



Checkpoint Statistics

Use the Checkpoint Statistics page to view information about checkpoint
messages generated by the stack master.

To display the Checkpoint Statistics page, click System — Stack
Management — Checkpoint Statistics in the navigation panel.

Figure 9-10. Checkpoint Statistics
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Managing the Stack (CLI)

This section provides information about the commands you use to manage
the stack and view information about the switch stack. For more information
about these commands, see the Dell Networking N2000, N3000, and N4000
Series Switches CLI Reference Guide at support.dell.com/manuals.

Configuring Stack Member, Stack Port, and NSF Settings

Beginning in Privileged EXEC mode, use the following commands to
configure stacking and NSF settings.

Command

Purpose

configure

switch current 1D
renumber new /D

stack

initiate failover
standby unit

set description unist

Enter Global Configuration mode.
Change the switch ID number. The valid range is 1-10.

NOTE: Changing the ID number causes all switches in the
stack to be reset to perform stack master renumbering. The
running configuration is cleared when the units reset.

Enter Global Stack Configuration mode.

Move the management switch functionality from the
master switch to the standby switch.

Specify the stack member that will come up as the master
if a stack failover occurs.

Configure a description for the specified stack member.

192 | Managing a Switch Stack



Command Purpose

member unit SID Add a switch to the stack and specify the model of the new
stack member.

e unst- The switch unit ID

* SID- The index into the database of the supported
switch types, indicating the type of the switch being
preconfigured.

Note: Member configuration displayed in the running
config may be learned from the physical stack. Member
configuration is not automatically saved in the startup-
config. Save the configuration to retain the current
member settings.

To view the SID associated with the supported switch
types, use the show supported switchtype command in
Privileged EXEC mode.

stack-port Set the mode of the port to either Ethernet or stacking
tengigabitethernet (N4000 only).

unit/slot/port{ethemet |

stack}

nsf Enable nonstop forwarding on the stack.

exit Exit to Global Config mode.

boot auto-copy-sw Enable the Stack Firmware Synchronization feature.

boot auto-copy-sw allow- Allow the firmware version on the newly added stack

downgrade member to be downgraded if the firmware version on
manager is older. Config migration is not assured for
firmware downgrade.

exit Exit to Privileged EXEC mode.

show auto-copy-sw View the Stack Firmware Synchronization settings for the
stack.

reload unit If necessary, reload the specified stack member.

% NOTE: The OSPF feature uses NSF to enable the hardware to continue forwarding
IPv4 packets using OSPF routes while a backup unit takes over stack master
responsibility. Additional NSF commands are available in OSPF and OSPFv3
command modes. For more information, see "NSF OSPF Configuration” on
page 1137 and "NSF OSPFv3 Configuration" on page 1154
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Viewing and Clearing Stacking and NSF Information

Beginning in Privileged EXEC mode, use the following commands to view
stacking information and to clear NSF statistics.

Command

Purpose

show switch [ stack-
member-number/

show switch stack-
standby

show switch stack-ports

show switch stack-ports
counters

show switch stack-ports
stack-path

show supported
switchtype

show nsf

show checkpoint
statistics

clear checkpoint
statistics

View information about all stack members or the specified
member.

View the ID of the switch that will assume the role of the
stack master if it goes down.

View information about the stacking ports.

View the statistics about the data the stacking ports have
transmitted and received.

View the path that packets take from one stack member to
another.

View the Dell Networking models that are supported in
the stack and the switch index (SID) associated with each
model.

View summary information about the NSF feature.

View information about checkpoint messages generated by
the stack master.

Reset the checkpoint statistics counters to zero.
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Stacking and NSF Usage Scenarios

Only a few settings are available to control the stacking configuration, such as
the designation of the standby unit or enabling/disabling NSE The examples
in this section describe how the stacking and NSF feature act in various
environments.

This section contains the following examples:

Basic Failover

Preconfiguring a Stack Member

NSF in the Data Center

NSF and VoIP

NSF and DHCP Snooping

NSF and the Storage Access Network
NSF and Routed Access

Basic Failover

In this example, the stack has four members that are connected in a ring
topology, as Figure 9-11 shows.

Figure 9-11. Basic Stack Failover
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When all four units are up and running, the show switch CLI command gives
the following output:

consolef#show switch

SW Management Standby Preconfig Plugged- Switch Code
Status Status Model ID in Model Status Version
ID
1 Stack Member N3048 N3048 OK 6.0.0.0
2 Stack Member N3048 N3048 OK 6.0.0.0
3 Mgmt Switch N3048 N3048 OK 6.0.0.0
4 Stack Member N3048 N3048 OK 6.0.0.0

At this point, if Unit 2 is powered off or rebooted due to an unexpected
failure, show switch gives the following output:

console#show switch

SW Management Standby Preconfig Plugged- Switch Code
Status Status Model ID in Model Status Version
ID
1 Stack Member N3048 N3048 OK 6.0.0.0
2 Unassigned N3048 Not Present 0.0.0.0
3 Mgmt Switch N3048 N3048 OK 6.0.0.0
4 Stack Member N3048 N3048 OK 6.0.0.0

When the failed unit resumes normal operation, the previous configuration
that exists for that unit is reapplied by the stack master.

To permanently remove the unit from the stack, enter into Stack Config
Mode and use the member command, as the following example shows.

console#configure

console (config) #stack

console (config-stack) #no member 2
console (config-stack) #exit
console (config) #exit
consolef#fshow switch
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SW Management Standby Preconfig Plugged- Switch Code

Status Status Model ID in Model Status Version

ID
1 Stack Member N3048 N3048 OK 6.0.0.0
3 Mgmt Switch N3048 N3048 OK 6.0.0.0
4 Stack Member N3048 N3048 OK 6.0.0.0

Preconfiguring a Stack Member

To preconfigure a stack member before connecting the physical unit to the
stack, use the show support switchtype command to obtain the SID of the
unit to be added.

The example in this section demonstrates pre-configuring a Dell Networking
switch on a stand-alone Dell Networking switch.

To configure the switch:

1 View the list of SIDs to determine which SID identifies the switch to
preconfigure. The following is the output on N3000 and N2000 series
switches.

console#tshow supported switchtype

SID Switch Model ID
N3024

N3024F

N3024P

N3048

N3048P

N2024

N2024P

N2048

N2048P

4 NOTE: N2000 and N3000 switches cannot be stacked together.

W J o0 Ul & WN K
1
1

o)
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Preconfigure the switch (SID = 2) as member number 2 in the stack.

consoleficonfigure

console (config) #stack

console (config-stack) #member 2 2
console (config-stack) #fexit
console (config) #exit

Confirm the stack configuration. Some of the fields have been omitted
from the following output due to space limitations.

console#fshow switch

Management Standby Preconfig Plugged-in Switch Code
SW Status Status Model ID Model ID Status Version
1 Mgmt Sw N3048 N3048 OK 6.0.0.0
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NSF in the Data Center

Figure 9-12 illustrates a data center scenario, where the stack of two Dell
Networking switches acts as an access switch. The access switch is connected
to two aggregation switches, ASI and AS2. The stack has a link from two
different units to each aggregation switch, with each pair of links grouped
together in a LAG. The two LAGs and link between AS1 and AS2 are
members of the same VLAN. Spanning tree is enabled on the VLAN. Assume
spanning tree selects AS1 as the root bridge. Assume the LAG to AS1 is the
root port on the stack and the LAG to AS2 is discarding. Unit 1 is the stack
master. If unit 1 fails, the stack removes the Unit 1 link to AS1 from its LAG.
The stack forwards outgoing packets through the Unit 2 link to AS1 during
the failover. During the failover, the stack continues to send BPDUs and LAG
PDUs on its links on Unit 2. The LAGs stay up (with one remaining link in
each), and spanning tree on the aggregation switches does not see a topology
change.

Figure 9-12. Data Center Stack Topology
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NSF and VolP

Figure 9-13 shows how NSF maintains existing voice calls during a stack
master failure. Assume the top unit is the stack master. When the stack
master fails, the call from phone A is immediately disconnected. The call
from phone B continues. On the uplink, the forwarding plane removes the
failed LAG member and continues using the remaining LAG member. If
phone B has learned VLAN or priority parameters through LLDP-MED, it
continues to use those parameters. The stack resumes sending LLDPDUs
with MED TLVs once the control plane restarts. Phone B may miss an
LLDPDU from the stack, but should not miss enough PDUs to revert its
VLAN or priority, assuming the administrator has not reduced the LLDPDU
interval or hold count. If phone B is receiving quality of service from policies
installed in the hardware, those policies are retained across the stack master
restart.

Figure 9-13. NSF and VolP
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NSF and DHCP Snooping

Figure 9-14 illustrates an L2 access switch running DHCP snooping. DHCP
snooping only accepts DHCP server messages on ports configured as trusted
ports. DHCP snooping listens to DHCP messages to build a bindings
database that lists the IP address the DHCP server has assigned to each host.
IP Source Guard (IPSG) uses the bindings database to filter data traffic in
hardware based on source IP address and source MAC address. Dynamic ARP
Inspection (DAI) uses the bindings database to verify that ARP messages
contain a valid sender IP address and sender MAC address. DHCP snooping
checkpoints its bindings database.

Figure 9-14. NSF and DHCP Snooping

DHCP Server

If the stack master fails, all hosts connected to that unit lose network access
until that unit reboots. The hardware on surviving units continues to enforce
source filters IPSG installed prior to the failover. Valid hosts continue to
communicate normally. During the failover, the hardware continues to drop
data packets from unauthorized hosts so that security is not compromised.
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If a host is in the middle of an exchange with the DHCP server when the
failover occurs, the exchange is interrupted while the control plane restarts.
When DHCP snooping is enabled, the hardware traps all DIICP packets to
the CPU. The control plane drops these packets during the restart. The
DHCP client and server retransmit their DIICP messages until the control
plane has resumed operation and messages get through. Thus, DIHHCP
snooping does not miss any new bindings during a failover.

As DHCP snooping applies its checkpointed DHCP bindings, IPSG confirms
the existence of the bindings with the hardware by reinstalling its source IP
address filters.

If Dynamic ARP Inspection is enabled on the access switch, the hardware
traps ARP packets to the CPU on untrusted ports. During a restart, the
control plane drops ARP packets. Thus, new traffic sessions may be briefly
delayed until after the control plane restarts.

If IPSG is enabled and a DHCP binding is not checkpointed to the backup
unit before the failover, that host will not be able to send data packets until it
renews its [P address lease with the DHCP server.

NSF and the Storage Access Network

Figure 9-15 illustrates a stack of three Dell Networking switches connecting
two servers (iISCSI initiators) to a disk array (iISCSI targets). There are two
iSCSI connections as follows:

Session A: 10.1.1.10 to 10.1.1.3
Session B: 10.1.1.11 to 10.1.1.1

An iSCSI application running on the stack master (the top unit in the
diagram) has installed priority filters to ensure that iSCSI traffic that is part
of these two sessions receives priority treatment when forwarded in hardware.
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Figure 9-15. NSF and a Storage Area Network
Disc Array (ISCS] Targets)

8 B Sarvers (ISCS Initiators)
10.1.1.2
10.1.1.

When the stack master fails, session A drops. The initiator at 10.1.1.10
detects a link down on its primary NIC and attempts to reestablish the
session on its backup NIC to a different IP address on the disk array. The
hardware forwards the packets to establish this new session, but assuming the
session is established before the control plane is restarted on the backup unit,
the new session receives no priority treatment in the hardware.

Session B remains established and fully functional throughout the restart and
continues to receive priority treatment in the hardware.
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NSF and Routed Access

Figure 9-16 shows a stack of three units serving as an access router for a set of
hosts. Two LAGs connect the stack to two aggregation routers. Each LAG is a
member of a VLAN routing interface. The stack has OSPF and PIM
adjacencies with each of the aggregation routers. The top unit in the stack is
the stack master.

Figure 9-16. NSF and Routed Access

Aggregation Routers

If the stack master fails, its link to the aggregation router is removed from the
LAG. When the control plane restarts, both routing interfaces come back up
by virtue of the LAGs coming up. OSPF sends grace LSAs to inform its OSPF
neighbors (the aggregation routers) that it is going through a graceful restart.

Wi NOTE: The graceful restart feature for OSPF is disabled by default. For information
about the web pages and commands to configure NSF for OSPF or O0SPFv3, see
"Configuring OSPF and OSPFv3" on page 1111.

The grace LSAs reach the neighbors before they drop their adjacencies with
the access router. PIM starts sending hello messages to its neighbors on the
aggregation routers using a new generation ID to prompt the neighbors to
quickly resend multicast routing information. PIM neighbors recognize the
new generation ID and immediately relay the group state back to the
restarting router. IGMP sends queries to relearn the hosts' interest in
multicast groups. IGMP tells PIM the group membership, and PIM sends
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JOIN messages upstream. The control plane updates the driver with
checkpointed unicast routes. The forwarding plane reconciles L3 hardware
tables.

The OSPF graceful restart finishes, and the control plane deletes any stale
unicast routes not relearned at this point. The forwarding plane reconciles L3
multicast hardware tables. Throughout the process, the hosts continue to
receive their multicast streams, possibly with a short interruption as the top
aggregation router learns that one of its LAG members is down. The hosts see
no more than a 50 ms interruption in unicast connectivity.
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Configuring Authentication,
Authorization, and Accounting

This chapter describes how to control access to the switch management
interface using authentication and authorization. It also describes how to
record this access using accounting. Together the three services are referred to
by the acronym AAA.

The topics covered in this chapter include:
*  AAA Overview
* Authentication
*  Authorization
* Accounting
* Authentication Examples
* Authorization Examples
*  Using RADIUS Servers to Control Management Access
*  Using TACACS+ Servers to Control Management Access

*  Detault Contigurations

AAA Overview

AAA is a framework for configuring management security in a consistent way.
Three services make up AAA:

* Authentication—Validates the user identity. Authentication takes place
before the user is allowed access to switch services.

¢ Authorization—Determines which services the user is allowed to access.

*  Accounting—Collects and sends security information about users and
commands.
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Each service is configured using method lists. The method lists define how
cach service is to be performed by specifying the methods available to
perform a service. The first method in a list is tried first. If the first method
returns an error, the next method in the list is tried. This continues until all
methods in the list have been attempted. If no method can perform the
service, then the service fails. A method may return an error due to lack of
network access, misconfiguration of a server, and other reasons. If there is no
error, the method returns success if the user is allowed access to the service
and failure if the user is not.

AAA gives the user flexibility in configuration by allowing different method
lists to be assigned to different access lines. In this way, it is possible to
configure different security requirements for the serial console than for
Telnet, for example.

Methods

A method performs the configured service. Not every method is available for
every service. Some methods require a username and password and other
methods only require a password. Table 10-1 summarizes the various
methods:

Table 10-1. AAA Methods

Method Username? Password? Can Return an Error?
enable no yes yes
1as yes yes no
line no yes yes
local yes yes yes
none no no no
radius yes yes yes
tacacs yes yes yes
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Methods that never return an error cannot be followed by any other methods
in a method list.

*  The enable method uses the enable password. If there is no enable
password defined, then the enable method will return an error.

* The ias method is a special method that is only used for 802.1X. It uses an
internal database (separate from the local user database) that acts like an
802.1X authentication server. This method never returns an error. It will
always pass or deny a user.

* The line method uses the password for the access line on which the user is
accessing the switch. If there is no line password defined for the access
line, then the line method will return an error.

*  The local method uses the local user database. If the user password does
not match, then access is denied. This method returns an error if the user
name is not present in the local user database.

*  The none method does not perform any service, but instead always returns
aresult as if the service had succeeded. This method never returns an error.
If none is configured as a method, the user will always be authenticated
and allowed to access the switch.

* The radius and tacacs methods communicate with servers running the
RADIUS and TACACS+ protocols, respectively. These methods can
return an error if the switch is unable to contact the server.

Access Lines

There are five access lines: console, Telnet, SSH, HT'TP, and HTTPS. HTTP
and HT'TPS are not configured using AAA method lists. Instead, the
authentication list for HT'TP and HT'TPS is configured directly
(authorization and accounting are not supported). The default method lists
for both the HT'TP and HTTPS access lines consist of only the local method.

Each of the other access lines may be assigned method lists independently for
the AAA services.

The SSH line has built-in authentication beyond that configured by the
administrator.

In the SSH protocol itself, there are multiple methods for authentication.
These are not the authentication methods configured in AAA, but are
internal to SSH itself. When an SSH connection is attempted, the challenge-
response method is specified in the connection request.
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The methods available for authentication are: host-based authentication,
public key authentication, challenge-response authentication, and password
authentication. Authentication methods are tried in the order specified
above, although SSI-2 has a configuration option to change the default
order.

Host-based authentication operates as follows:

If the host from which the user logs in is listed in a specific file
(/etc/hosts.equiv or /ete/ssh/shosts.equiv) on the remote host, and the user
names are the same on both hosts, or if the files ~/.rhosts or ~/.shosts exist in
the user's home directory on the remote host and contain a line containing
the name of the client machine and the name of the user on that machine,
the user is considered for login. Additionally, the server must be able to verify
the client's host key for login to be permitted. This authentication method
closes security holes due to IP spoofing, DNS spoofing, and routing spoofing.
This authentication method is not implemented by DNOS.

Public key authentication operates as follows:

The administrator first generates a pair of encryption keys, the "public" key
and the "private" key. Messages encrypted with the private key can only be
decrypted by the public key, and vice-versa. The administrator keeps the
private key on his/her local machine, and loads the public key on to the
switch. When the administrator attempts to log into the switch, the protocol
sends a brief message, encrypted with the public key. If the switch can decrypt
the message (and can send back some proof that it has done so) then the
response proves that switch must possess the private key, and user is
authenticated without giving a username/password.

This method is implemented in DNOS. If the user does not present a
certificate, it is not considered an error, and authentication will continue with
challenge-response authentication.

Challenge-response authentication works as follows:

The switch sends an arbitrary "challenge" text and prompts for a response.
SSH-2 allows multiple challenges and responses; SSH-1 is restricted to one
challenge/response only. Examples of challenge-response authentication
include BSD Authentication.

Finally, if all other authentication methods fail, SSH prompts the user for a
password.
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Authentication

Authentication is the process of validating a user's identity. During the
authentication process, only identity validation is done. There is no
determination made of which switch services the user is allowed to access.

This is true even when RADIUS is used for authentication; RADIUS cannot
perform separate transactions for authentication and authorization. However,
the RADIUS server can provide attributes during the authentication process
that are used in the authorization process.

Authentication Types

There are three types of authentication:

* Login— Login authentication grants access to the switch if the user
credentials are validated. Access is granted only at privilege level one.

* Enable—Enable authentication grants access to a higher privilege level if

the user credentials are validated for the higher privilege level. When

RADIUS is used for enable authentication, the username for this request is
always $enabl5$. The username used to log into the switch is not used for

RADIUS enable authentication.

*  Dotlx—Dotlx authentication is used to grant an 802.1X supplicant access
to the network. For more information about 802.1X, see "Configuring Port

and System Security" on page 503.

Table 10-2 shows the valid methods for each type of authentication:

Table 10-2. Valid Methods for Authentication Types

Method Login Enable Dotlix
enable yes yes no
1as no no yes
line yes yes no
local yes no no
none yes yes yes
radius yes yes yes
tacacs yes yes no
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Authorization

Authorization is used to determine which services the user is allowed to
access. For example, the authorization process may assign a user’s privilege
level, which determines the set of commands the user can execute. There are
three kinds of authorization: commands, exec, and network.

¢ Commands: Command authorization determines which CLI commands
the user is authorized to execute.

¢ Exec: Exec authorization determines what the user is authorized to do on
the switch; that is, the user’s privilege level and an administrative profile.

*  Network: Network authorization enables a RADIUS server to assign a
particular §02.1X supplicant to a VLAN. For more information about
802.1X, see "Configuring Port and System Security" on page 503.

Table 10-3 shows the valid methods for each type of authorization:

Table 10-3. Authorization Methods

Method Commands Exec Network
local no yes no
none yes yes no
radius no yes yes
tacacs yes yes no

Exec Authorization Capabilities

Dell Networking switches support two types of service configuration with
exec authorization: privilege level and administrative profiles.

Privilege Level

By setting the privilege level during exec authorization, a user can be placed
directly into Privileged EXEC mode when they log into the command line
interface.
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Administrative Profiles

The Administrative Profiles feature allows the network administrator to
define a list of rules that control the CLI commands available to a user. These
rules are collected in a “profile.” The rules in a profile can define the set of
commands, or a command mode, to which a user is permitted or denied
access.

Within a profile, rule numbers determine the order in which the rules are
applied. When a user enters a CLI command, rules within the first profile
assigned to the user are applied in descending order until there is a rule that
matches the input. If no rule permitting the command is found, then the
other profiles assigned to the user (if any) are searched for rules permitting
the command. Rules may use regular expressions for command matching. All
profiles have an implicit “deny all” rule, such that any command that does
not match any rule in the profile is considered to have been denied by that
profile.

A user can be assigned to more than one profile. If there are conflicting rules
in profiles, the “permit” rule always takes precedence over the “deny” rule.

That is, if any profile assigned to a user permits a command, then the user is
permitted access to that command. A user may be assigned up to 16 profiles.

A number of profiles are provided by default. These profiles cannot be altered
by the switch administrator. See "Administrative Profiles”" on page 240 for the
list of default profiles.

If the successtul authorization method does not provide an administrative
profile for a user, then the user is permitted access based upon the user's
privilege level. This means that, if a user successfully passes enable
authentication or if exec authorization assigns a privilege level, the user is
permitted access to all commands. This is also true if none of the
administrative profiles provided are configured on the switch. If some, but
not all, of the profiles provided in the authentication are configured on the
switch, then the user is assigned the profiles that exist, and a message is
logged that indicates which profiles could not be assigned.
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Accounting

Accounting is used to record security events, such as a user logging in or
executing a command. Accounting records may be sent upon completion of
an event (stop-only) or at both the beginning and end of an event (start-
stop). There are three types of accounting: commands, Dotlx, and exec.

*  Commands—Sends accounting records for command execution.

¢ Dotlx—Sends accounting records for network access.
*  Exec—Sends accounting records for management access (logins).

For more information about the data sent in accounting records, see "Which
RADIUS Attributes Does the Switch Support?” on page 234 and "Using
TACACS + Servers to Control Management Access" on page 237.

Table 10-4 shows the valid methods for each type of accounting:

Table 10-4. Accounting Methods

Method Commands Dot1x Exec
radius no yes yes
tacacs yes no yes
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Authentication Examples

It is important to understand that during authentication, all that happens is

that the user is validated. If any attributes are returned from the server, they

are not processed during authentication. In the examples below, it is assumed
that the default configuration of authorization—that is, no authorization—is
used.

Local Authentication Example

Use the following configuration to require local authentication when logging
in over a Telnet connection:

aaa authentication login “loc” local

line telnet

login authentication loc

exit

enable password PaSSWOrd

username guest password password

passwords strength minimum numeric-characters 2
passwords strength minimum character-classes 4
passwords strength-check

username admin password paSSl&word2 privilege 15
passwords lock-out 3

The following describes each line of this code:

* The aaa authentication login “loc” local command creates a login
authentication list called “loc” that contains the method local.

* The line telnet command enters the configuration mode for the Telnet
line.

*  The login authentication loc command assigns the loc login
authentication list to be used for users accessing the switch via Telnet.

* The enable password allows Telnet and SSH users access to privileged exec
mode. It is required that an enable password be configured to allow local
access users to elevate to privileged exec level.

* The username guest password password command creates a user with the
“ ”» « ” :
name “guest” and password “password”. A simple password can be
configured here, since strength-checking has not yet been enabled.
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* The passwords strength minimum numeric-characters 2 command sets
the minimum number of numeric characters required when password
strength checking is enabled. This parameter is enabled only if the
passwords strength minimum character-classes parameter is set to
something greater than its default value of 0.

*  The passwords strength minimum character-classes 4 command sets the
minimum number of character classes that must be present in the
password. The possible character classes are: upper-case, lower-case,
numeric and special.

* The passwords strength-check command enables password strength
checking.

* The username admin password paSS1&word2 privilege 15 command
creates a user with the name “admin” and password “paSS1&word2”. This
user is enabled for privilege level 15. Note that, because password strength
checking was enabled, the password was required to have at least two
numeric characters, one uppercase character, one lowercase character, and
one special character.

*  The passwords lock-out 3 command locks out a local user after three
failed login attempts.

This configuration allows either user to log into the switch. Both users will
have privilege level 1. If no enable password was configured, neither user
would be able to successfully execute the enable command, which grants
access to Privileged EXEC mode, because there is no enable password set by
default (the default method list for Telnet enable authentication is only the
“enable” method).

% NOTE: It is recommend that the password strength checking and password
lockout features be enabled when configuring local users.
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TACACS+ Authentication Example

Use the following configuration to require TACACS + authentication when
logging in over a Telnet connection:

aaa authentication login “tacplus” tacacs
aaa authentication enable “tacp” tacacs
tacacs-server host 1.2.3.4

key “secret”

exit

line telnet

login authentication tacplus

enable authentication tacp

exit

The following describes each line in the above configuration:

* The aaa authentication login “tacplus” tacacs command creates a login
authentication list called “tacplus” that contains the method tacacs. If this
method returns an error, the user will fail to login.

*  The aaa authentication enable “tacp” tacacs command creates an enable
authentication list called “tacp” that contains the method tacacs. If this
method fails, then the user will fail to execute the enable command.

* The tacacs-server host 1.2.3.4 command is the first step in defining a
TACACS+ server at IP address 1.2.3.4. The result of this command is to
place the user in tacacs-server mode to allow further configuration of the
server.

*  The key “secret” command defines the shared secret. This must be the
same as the shared secret defined on the TACACS+ server.

* The line telnet command enters the configuration mode for the Telnet
line.

* The login authentication tacplus command assigns the tacplus login
authentication method list to be used for users accessing the switch via
Telnet.

* The enable authentication tacp command assigns the tacp enable
authentication method list to be used for users executing the enable
command when accessing the switch via Telnet.
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% NOTE: A user logging in with this configuration would be placed in User EXEC
mode with privilege level 1. To access Privileged EXEC mode with privilege level 15,
use the enable command.

Public Key SSH Authentication Example

The following is an example of a public key configuration for SSH login.
Using a tool such as putty and a private/public key infrastructure, one can
enable secure login to the Dell Networking switch without a password.
Instead, a public key is used with a private key kept locally on the
administrator's computer. The public key can be placed on multiple devices,
allowing the administrator secure access without needing to remember
multiple passwords. It is strongly recommended that the private key be
protected with a password.

This configuration requires entering a public key, which can be generated by a
tool such as PuTTYgen. Be sure to generate the correct type of key. In this
case, we use an RSA key with the SSH-2 version of the protocol.

Switch Configuration

username "admin" password f4d77eb781360c5711lecf3700a7af623 privilege 15 encrypted
aaa authentication login "NOAUTH" line

aaa authentication enable "NOAUTH" line

crypto key generate rsa

crypto key pubkey-chain ssh user-key "admin" rsa

key-string row AAAAB3NzaClyc2EAAAABIJQAAAIBOr6DPjYDpSy8Qcji68xrS/4LE8c9Tq4exXKIZ5
Pvv20AKRFE0ifVI9EH4jyZagR3wzH5X19dyjA6bTugMgN15C1xJC1159FU88JaY7
ywGdRppmoadrNRPM7RZtQPaDVIunzm3eMr 9PywwQOumsHWGNexUrDYHFWRIAMIp6

89AAXW==

exit

line ssh

login authentication defaultList

exit

ip ssh server

ip ssh pubkey-auth

ip ssh protocol 2

The following describes each line of the above configuration:
The username command creates a switch administrator.

The aaa authentication lines set the login and enable methods for line to
NOAUTH.

The crypto key generate command generates an internal RSA key. This step is
not required if an internal RSA key has been generated before on this switch.
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The crypto key pubkey-chain ssh command sets SSH to use a public key for
the specified administrator login. The user login is specified by the username
command, not the ias-user command.

The key-string command enters the public key obtained from a key authority
or from a tool such as PuT"TyGen. This command is entered as a single line,
not as four lines as it appears in the text above.

The line ssh command sets the line method to SSH.

The login authentication command configures the authentication method to
the defaultList. The defaultList contains a single method — none — which is
equivalent to no authentication. Since the authentication is provided by the
public key, a second layer of authentication is not required.

The last three lines enable the SSH server, configure it to use public key
authentication, and specify use of the SSH-2 protocol.

The following shows the configured authentication methods:

console (config) #show authentication methods

Login Authentication Method Lists

defaultList :  none
networkList : local
NOAUTH : line

Enable Authentication Method Lists

enableList :  enable none
enableNetList :  enable

NOAUTH : line

Line Login Method List Enable Method List
Console defaultList enablelList

Telnet networkList enablelist

SSH defaultList enablelList

HTTPS :local

HTTP :local

DOT1X
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PUTTY Configuration

Main Screen

On the following screen, the IP address of the switch is configured and SSH is
selected as the secure login protocol.

PuTTY Configuration K 1'
Category:
=8 5_&8310“ | Basic options for your PuTTY session |
L e Foglglng r Specify the destination you want to connect to
=1 Temminal
Host Name (or IP address) Port
- Keyboard
- Bell [10.27.204 157 2
- Features Connection type:
B Window " Raw " Telnet ¢ Rlogin  SSH (" Segal
- Appearance = )
Pl Load, save (.:r delete a stored session
.. Translation Saved Sessions
- Selection [10.27.204.157-Auth
~ Calores Default Settings
[=1- Connection
.. Data
- Proogy
Dell
Telnt.at Linwe S5H Tunnel Gateway &I
- Rlogin Nt LI
- 55H
Senal Close window on exit:
 Mways  MNever (% Onlyon clean exit
About | Open Cancel
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On the next screen, PUTTY is configured to use SSH-2 only. This is an

optional step that accelerates the login process.

PuTTY Configuration
Category:

- Keyboard ;I | Options controlling SSH connections |

i i~ Data to send to the senver

- Features o =

B Window Remote command:

- Appearance I

- Behaviour p s

- Translation B

.. Selection [~ Dont start a shell or command at all

- Colours ™ Enable compression

[=- Connection Prefemed S5H protocol version:

. Data oy 1 @« 2  2only

P

T::; - Encryption options

Encryption cipher selection policy:

AES (S5H-2 only)
Blowfish |
3DES L
—wam below here —
Arcfour (55H-2 only) __ID"W
DES

[~ Enable legacy use of single-DES in S5H-2

Open I

Cancel
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The following screen is the key to the configuration. It is set to display the
authentication banner, disable authentication with Pageant, disable keyboard-
interactive authentication (unless desired), disable attempted changes of user
name, and select the private key file used to authenticate with the switch.

2 PuTTY Configuration ) x|
Category:
[=1- Session = | Options controlling SSH authentication |
. Logging
& Terminal I Bypass authentication entirely (SSH-2 only)
- Keyboard [V Display pre-authentication banner (SSH-2 only)
E:Ialtures i~ Authentication methods
= Window [~ Attempt authentication using Pageant
. Appearance [~ Attempt TIS or CryptoCard auth (S5H-1)
- Behaviour [~ Attempt "keyboard-interactive” auth (SSH-2)
- Translation
. Selection r~ Authentication
. Colours [~ Alow agent forwarding
= Connection [ Mlow attempted changes of usemame in S5H-2
- Data Private key file for authentication:
- Proxy IC:\Users'\jmclendo‘\.Desldop\privatekey Browse... |
- Telnet

Open I Cancel
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The following screen configures the user name to be sent to the switch. A user
name is always required. Alternatively, leave Auto-login name blank and the
system will prompt for a user name.

2 PuTTY Configuration
Category:
El- Session = Data to send to the server |
PR Logging = ) ;
e Login details
. Keyboard Autodogin usemame Iadmin
- Bell When usemame is not specified:
- Features @ Prompt ¢ Use system usemame (mclendao)
- Window
. Appearance r~ Teminal details
- Behaviour Teminal4ype string term
. Translati
o s Teminal speeds [22400.38200
! Co Coldo!.lrs oot
=]- Connection
Varable I Add |
Value I Eernovel

Open I
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After configuring Putty, be sure to save the configuration. The following
screen shows the result of the login process. The user name is entered
automatically and the switch confirms that public key authentication occurs.

=10 |
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Authenticating Without a Public Key

When authenticating without the public key, the switch prompts for the user
name and password. This is a SSH function, not a switch function. If the user

knows the administrator login and password, then they are able to
authenticate in this manner.

RADIUS Authentication Example

Use the following configuration to require RADIUS authentication to login

over a Telnet connection:

aaa authentication login “rad” radius
aaa authentication enable “raden” radius
radius-server host 1.2.3.4

key “secret”

exit

line telnet

login authentication rad

enable authentication raden

exit

The following describes each line in the above configuration:
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The aaa authentication login “rad” radius command creates a login
authentication list called “rad” that contains the method radius. If this
method returns an error, the user will fail to login.

The aaa authentication enable “raden” radius command creates an
enable authentication list called “raden” that contains the method radius.
If this method fails, then the user will fail to execute the enable command.

The radius-server host 1.2.3.4 command is the first step in defining a
RADIUS server at IP address 1.2.3.4. The result of this command is to
place the user in radius-server mode to allow further configuration of the
Server.

The key “secret” command defines the shared secret. This must be the
same as the shared secret defined on the RADIUS server.

The line telnet command enters the configuration mode for the Telnet
line.

The login authentication rad command assigns the rad login
authentication method list to be used for users accessing the switch via
Telnet.

The enable authentication raden command assigns the raden enable
authentication method list to be used for users executing the enable
command when accessing the switch via Telnet.
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Authorization Examples

Authorization allows the administrator to control which services a user is
allowed to access. Some of the things that can be controlled with
authorization include the user's initial privilege level and which commands
the user is allowed to execute. When authorization fails, the user is denied
access to the switch, even though the user has passed authentication.

The following examples assume that the configuration used in the previous
examples has already been applied.

Local Authorization Example—Direct Login to Privileged EXEC Mode

Apply the following configuration to use the local user database for
authorization, such that a user can enter privileged EXEC mode directly:

aaa authorization exec “locex” local

line telnet

authorization exec locex

exit

With the users that were previously configured, the guest user will still log
into user EXEC mode, since the guest user only has privilege level 1 (the
default). The admin user will be able to login directly to privileged EXEC
mode since his privilege level was configured as 15.

TACACS+ Authorization Example—Direct Login to Privileged EXEC
Mode

Apply the following configuration to use TACACS+ for authorization, such
that a user can enter privileged EXEC mode directly:

aaa authorization exec “tacex” tacacs

line telnet

authorization exec tacex

exit

Contfigure the TACACS + server so that the shell service is enabled and the
priv-Ivl attribute is sent when user authorization is performed. For example:
shell:priv-Ivl=15

The following describes each line in the above configuration:
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¢ The aaa authorization exec “tacex” tacacs command creates an exec
authorization method list called tacex which contains the method tacacs.

* The authorization exec tacex command assigns the tacex exec
authorization method list to be used for users accessing the switch via
Telnet.

Notes:

* If the privilege level is zero (that is, blocked), then authorization will fail
and the user will be denied access to the switch.

*  If the privilege level is higher than one, the user will be placed directly in
Privileged EXEC mode. Note that all commands in Privileged EXEC mode
require privilege level 15, so assigning a user a lower privilege level will be
of no value.

* A privilege level greater than 15 is invalid and treated as if privilege level
zero had been supplied.

*  The shell service must be enabled on the TACACS + server. If this service

is not enabled, authorization will fail and the user will be denied access to
the switch.

TACACS+ Authorization Example—Administrative Profiles

The switch should use the same configuration as for the previous
authorization example.

The TACACS+ server should be configured such that it will send the “roles”
attribute. For example:

shell:roles=router-admin

The above example attribute will give the user access to the commands
permitted by the router-admin profile.

% NOTE: If the priv-Ivl attribute is also supplied, the user can also be placed directly
into privileged EXEC mode.
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TACACS+ Authorization Example—Custom Administrative Profile

This example creates a custom profile that allows the user to control user

access to the switch by configuring a administrative profile that only allows
access to AAA related commands. Use the following commands to create the
administrative profile:

admin-profile aaa

rule
rule
rule
rule
rule
rule
rule
rule
rule
rule
rule
rule
rule
rule
rule
rule
rule
rule
rule
exit

99
98
97
96
95
94
93
92
91
90
89
88
87
86
85
84
83
82
81

permit
permit
permit
permit
permit
permit
permit
permit
permit
permit
permit
permit
permit
permit
permit
permit
permit
permit
permit

command
command
command
command
command
command
command
command
command
command
command
command
command
command
command
command

wA

show aaa .*”

“*show authentication
"*show authorization

wA

show accounting .*”

““*show tacacs .*”

““aaa .*”
“*line .*”
“*login .*”
“*authorization

“*accounting .*”

““configure .*”
“*password .*”
“*username .*”
““*show user.*"
“A .
radius-server
“*tacacs-server

mode radius-auth-config
mode radius-acct-config
mode tacacs-config

* "

* "

* "

The following describes each line in the above configuration:

* "

*

*  The admin-profile aaa command will create an administrative profile call

aaa and place the user in admin-profile-config mode.

*  Fach rule number permit command regex command allows any
command that matches the regular expression.

* Fach rule number permit mode mode-name command allows all
commands in the named mode.

*  The command rules use regular expressions as implemented by Henry
Spencer's regex library (the POSIX 1003.2 compliant version). In the

regular expressions used in this example, the caret (™) matches the null
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string at the beginning of a line, the period (.) matches any single
character, and the asterisk (*) repeats the previous match zero or more
times.

* To assign this profile to a user, configure the TACACS+ server so that it
sends the following “roles” attribute for the user:

shell:roles=aaa

If it is desired to also permit the user access to network-operator
commands (basically, all the command in User EXEC mode), then the
“roles” attribute would be configured as follows:

shell:roles=aaa,network-operator

TACACS+ Authorization Example—Per-command Authorization

An alternative method for command authorization is to use the TACACS +
feature of per-command authorization. With this feature, every time the user
enters a command, a request is sent to the TACACS + server to ask if the user
is permitted to execute that command. Exec authorization does not need to
be configured to use per-command authorization.

Apply the following configuration to use TACACS+ to authorize commands:

aaa authorization commands “taccmd” tacacs
line telnet

authorization commands taccmd

exit

The following describes each line in the above configuration:

¢ The aaa authorization commands “taccmd” tacacs command creates a
command authorization method list called tacemd that includes the
method tacacs.

* The authorization commands tacemd command assigns the tacemd
command authorization method list to be used for users accessing the
switch via Telnet.

The TACACS+ server must be configured with the commands that the user
is allowed to execute. If the server is configured for command authorization
as “None”, then no commands will be authorized. If both administrative
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profiles and per-command authorization are configured for a user, any
command must be permitted by both the administrative profiles and by per-
command authorization.

RADIUS Authorization Example—Direct Login to Privileged EXEC Mode

Apply the following configuration to use RADIUS for authorization, such that
a user can enter privileged exec mode directly:

aaa authorization exec “rad” radius

line telnet

authorization exec rad

exit

Contfigure the RADIUS server so that the RADIUS attribute Service Type (6)
is sent with value Administrative. Any value other than Administrative is
interpreted as privilege level 1.

The following describes each line in the above configuration:

¢ The aaa authorization exec “rad” radius command creates an exec
authorization method list called “rad” that contains the method radius.

* The authorization exec rad command assigns the rad exec authorization
method list to be used for users accessing the switch via Telnet.

Notes:

e If the privilege level is zero (that is, blocked), then authorization will fail
and the user will be denied access to the switch.

* If the privilege level is higher than one, the user will be placed directly in
Privileged EXEC mode. Note that all commands in Privileged EXEC mode
require privilege level 15, so assigning a user a lower privilege level will be
of no value.

*  Aprivilege level greater than 15 is invalid and treated as if privilege level
zero had been supplied.
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RADIUS Authorization Example—Administrative Profiles

The switch should use the same configuration as in the previous
authorization example.

The RADIUS server should be configured such that it will send the Cisco AV
Pair attribute with the “roles” value. For example:

shell:roles=router-admin

The above example attribute gives the user access to the commands
permitted by the router-admin profile.

Using RADIUS Servers to Control Management
Access

The RADIUS client on the switch supports multiple RADIUS servers. When
multiple authentication servers are configured, they can help provide
redundancy. One server can be designated as the primary and the other(s) will
function as backup server(s). The switch attempts to use the primary server
first. if the primary server does not respond, the switch attempts to use the
backup servers. A priority value can be configured to determine the order in
which the backup servers are contacted.

How Does RADIUS Control Management Access?

Many networks use a RADIUS server to maintain a centralized user database
that contains per-user authentication information. RADIUS servers provide a
centralized authentication method for:

o Telnet Access

* Web Access

*  Console to Switch Access

*  Access Control Port (802.1X)

Like TACACS+, RADIUS access control utilizes a database of user
information on a remote server. Making use of a single database of accessible
information—as in an Authentication Server—can greatly simplify the
authentication and management of users in a large network. One such type of

Authentication Server supports the Remote Authentication Dial In User
Service (RADIUS) protocol as defined by RI'C 2865.
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For authenticating users prior to access, the RADIUS standard has become
the protocol of choice by administrators of large accessible networks. To
accomplish the authentication in a secure manner, the RADIUS client and
RADIUS server must both be configured with the same shared password or
“secret”. This “secret” is used to generate one-way encrypted authenticators
that are present in all RADIUS packets. The “secret” is never transmitted over
the network.

RADIUS conforms to a secure communications client/server model using
UDP as a transport protocol. It is extremely flexible, supporting a variety of
methods to authenticate and statistically track users. RADIUS is also
extensible, allowing for new methods of authentication to be added without
disrupting existing functionality.

As a user attempts to connect to the switch management interface, the switch
first detects the contact and prompts the user for a name and password. The
switch encrypts the supplied information, and a RADIUS client transports
the request to a pre-configured RADIUS server.

Figure 10-1. RADIUS Topology

Backup RADIUS Server

Dell Networking Switch

Primary RADIUS Server

Management
Network

Management Host

The server can authenticate the user itself or make use of a back-end device to
ascertain authenticity. In either case a response may or may not be
forthcoming to the client. If the server accepts the user, it returns a positive
result with attributes containing configuration information. If the server
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rejects the user, it returns a negative result. If the server rejects the client or
the shared secrets differ, the server returns no result. If the server requires
additional verification from the user, it returns a challenge, and the request
process begins again.

If you use a RADIUS server to authenticate users, you must configure user
attributes in the user database on the RADIUS server. The user attributes
include the user name, password, and privilege level.

: To set the privilege level, it is recommended to use the Service-Type
%NOTET he privilege level, iti ded he Service-T
attribute instead of the Cisco AV pair priv-Ivl attribute.

Which RADIUS Attributes Does the Switch Support?

Table 10-5 lists the RADIUS attributes that the switch supports and indicates
whether the 802.1X feature, user management feature, or Captive Portal

feature supports the attribute. You can configure these attributes on the
RADIUS server(s) when utilizing the switch RADIUS service.

Table 10-5. Supported RADIUS Attributes

Type RADIUS Attribute Name 802.1X User Manager Captive Portal
1 USER-NAME Yes Yes No
2 USER-PASSWORD Yes Yes No
4 NAS-IP-ADDRESS Yes No No
5 NAS-PORT Yes Yes No
6 SERVICE-TYPE No Yes No
11 FILTER-ID Yes No No
12 FRAMED-MTU Yes No No
15 LOGIN-SERVICE, No Yes

18 REPLY-MESSAGE Yes Yes No
24 STATE Yes Yes No
25 CLASS Yes No No
26 VENDOR-SPECIFIC No Yes Yes
27 SESSION-TIMEOUT Yes No Yes
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Table 10-5. Supported RADIUS Attributes (Continued)

Type RADIUS Attribute Name 802.1X User Manager Captive Portal
28 IDLE-TIMEOUT No No Yes
29 TERMINATION-ACTION  Yes No No
30 CALLED-STATION-ID Yes No No
31 CALLING-STATION-ID Yes No No
32 NAS-IDENTIFIER Yes Yes No
40 ACCT-STATUS-TYPE Set by Yes No
RADIUS
client for
Accounting
42 ACCT-INPUT-OCTETS Yes No No
43 ACCT-OUTPUT-OCTETS  Yes No No
44 ACCT-SESSION-ID Set by Yes No
RADIUS
client for
Accounting
46 ACCT-SESSION-TIME Yes Yes No
49 ACCT-TERMINATECAUSE Yes No No
52 ACCT- Yes No No
INPUTGIGAWORDS
53 ACCT- Yes No No
OUTPUTGIGAWORDS
61 NAS-PORT-TYPE Yes No No
64 TUNNEL-TYPE Yes No No
65 TUNNEL-MEDIUM-TYPE  Yes No No
79 EAP-MESSAGE Yes No No
80 MESSAGEAUTHENTICAT  Set by Yes No
OR RADIUS
client for
Accounting
81 TUNNEL- Yes No No

PRIVATEGROUP-ID
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How Are RADIUS Attributes Processed on the Switch?

The following attributes are processed in the RADIUS Access-Accept
message received from a RADIUS server:
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NAS-PORT—ifIndex of the port to be authenticated.

REPLY-MESSAGE—Trigger to respond to the Access-Accept message
with an EAP notification.

STATE-RADIUS—Server state. Transmitted in Access-Request and
Accounting-Request messages.

SESSION-TIMEOUT—Session timeout value for the session (in seconds).
Used by both 802.1X and Captive Portal.

TERMINATION-ACTION—Indication as to the action taken when the
service is completed.

EAP-MESSAGE—Contains an EAP message to be sent to the user. This is
typically used for MAB clients.

VENDOR-SPECIFIC—The following Cisco AV Pairs are supported:
- shell:priv-Ivl

- shell:roles

FILTER-ID—Name of the filter list for this user.

TUNNEL-TYPE—Used to indicate that a VLAN is to be assigned to the
user when set to tunnel type VLAN (13).

TUNNEL-MEDIUM-TYPE—Used to indicate the tunnel medium type.
Must be set to medium type 802 (6) to enable VLAN assignment.

TUNNEL-PRIVATE-GROUP-ID—Used to indicate the VLAN to be
assigned to the user. May be a string which matches a preconfigured VLAN
name or a VLAN id. If a VLAN id is given, the string must only contain
decimal digits.
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Using TACACS+ Servers to Control Management
Access

TACACS+ (Terminal Access Controller Access Control System) provides
access control for networked devices via one or more centralized servers.
TACACS + simplifies authentication by making use of a single database that
can be shared by many clients on a large network. TACACS + uses TCP to
ensure reliable delivery and a shared key configured on the client and daemon
server to encrypt all messages.

If you configure TACACS + as the authentication method for user login and a
user attempts to access the user interface on the switch, the switch prompts
for the user login credentials and requests services from the TACACS +
client. The client then uses the configured list of servers for authentication,
and provides results back to the switch.

Figure 10-2 shows an example of access management using TACACS +.
Figure 10-2. Basic TACACS+ Topology
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You can configure the TACACS+ server list with one or more hosts defined
via their network IP address. You can also assign each a priority to determine
the order in which the TACACS+ client will contact them. TACACS +
contacts the server when a connection attempt fails or times out for a higher
priority server.
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You can configure each server host with a specific connection type, port,
timeout, and shared key, or you can use global configuration for the key and
timeout.

The TACACS+ server can do the authentication itself, or redirect the request
to another back-end device. All sensitive information is encrypted and the

shared secret is never passed over the network; it is used only to encrypt the
data.

Which TACACS+ Attributes Does the Switch Support?

Table 10-6 lists the TACACS + attributes that the switch supports and
indicates whether the authorization or accounting service supports sending or
receiving the attribute. The authentication service does not use attributes.

You can configure these attributes on the TACACS + server(s) when utilizing
the switch TACACS+ service.

Table 10-6. Supported TACACS+ Attributes

Attribute Name Exec Authorization Command Accounting
Authorization

cmd both (optional) sent sent

cmd-arg sent

elapsed-time sent

priv-1vl received

protocol sent

roles both (optional)

service=shell both sent sent

start-time sent

stop-time sent
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Default Configurations

Method Lists

The method lists shown in Table 10-7 are defined by default. They cannot be
deleted, but they can be modified. Using the “no” command on these lists

will return them to their default config

Table 10-7. Default Method Lists

uration.

AAA Service (type) List Name List Methods
Authentication (login) defaultList none
Authentication (login) networkList local

(
Authentication (enable) enableList
Authentication (enable) enableNetList

Authorization (exec) dfltExecAuthList
Authorization (commands) dfltCmdAuthList

Accounting (exec) dfltExecList
Accounting (commands)  dfltCmdList

enable none

enable

none

none

tacacs (start-stop)

tacacs (stop-only)

Access Lines (AAA)

Table 10-8 shows the method lists assigned to the various access lines by

default.

Table 10-8. Default AAA Methods

AAA Service (type) Console Telnet SSH
Authentication defaultList networkList networkList
(login)

Authentication enableList enableNetList enableNetList
(enable)

Authorization dfltExecAuthList dfltExecAuthList dfltExecAuthList
(exec)

Authorization dfltCmdAuthList  dfltCmdAuthList  dfltCmdAuthList
(commands)
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Table 10-8. Default AAA Methods (Continued)

AAA Service (type) Console Telnet SSH
Accounting (exec) none none none
Accounting none none none
(commands)

Access Lines (Non-AAA)

Table 10-9 shows the default configuration of the access lines that do not use
method lists.

Table 10-9. Default Configuration for Non-AAA Access Lines

Access Line Authentication Authorization
HTTP local n/a

HTTPS local n/a

§02.1X none none

Administrative Profiles

The administrative profiles shown in Table 10-10 are system-defined and may
not be deleted or altered. To see the rules in a profile, use the show admin-
profiles name profile name command.

Table 10-10. Default Administrative Profiles

Name Description

network-admin Allows access to all commands.

network-security Allows access to network security features such as 802.1X,
Voice VLAN, Dynamic ARP Inspection and IP Source
Guard.

router-admin Allows access to Layer 3 features such as IPv4 Routing, IPv6
Routing, OSPE, RIP, etc.

multicast-admin Allows access to multicast features at all layers, this includes
L2, IPv4 and IPv6 multicast, IGMP, IGMP Snooping, etc.

dhep-admin Allows access to DHCP related features such as DHCP

Server and DHCP Snooping.
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Table 10-10. Default Administrative Profiles (Continued)

Name Description

CP-admin Allows access to the Captive Portal feature.

network-operator Allows access to all User EXEC mode commands and show
commands.

2|
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Monitoring and Logging System
Information

This chapter provides information about the features you use to monitor the
switch, including logging, cable tests, and email alerting. The topics covered
in this chapter include:

*  System Monitoring Overview

*  Default Log Settings

*  Monitoring System Information and Configuring Logging (Web)
*  Monitoring System Information and Configuring Logging (CLI)
* Logging Configuration Examples

System Monitoring Overview

What System Information Is Monitored?

The CLI and web-based interfaces provide information about physical
aspects of the switch, such as system health and cable diagnostics, as well as
information about system events, such as management login history. The
switch also reports system resource usage.

The system logging utility can monitor a variety of events, including the
following:

*  System events — System state changes and errors that range in severity
from Emergency to Debug

* Audit events — Attempts to login or logout from the switch and attempts
to perform any operations with files on the flash drive

¢ CLI commands — Commands executed from the CLI

*  Web page visits — Pages viewed by using OpenManage Switch

Administrator

e SNMP events

SNMP set operations
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Why Is System Information Needed?

The information the switch provides can help you troubleshoot issues that
might be affecting system performance. The cable diagnostics test help you
troubleshoot problems with the physical connections to the switch. Auditing
access to the switch and the activities an administrator performed while
managing the switch can help provide security and accountability.

Where Are Log Messages Sent?

The messages the switch generates in response to events, faults, errors, and
configuration changes can be recorded in several locations. By default, these
messages are stored locally on the switch in the RAM (cache). This collection
of log files is called the RAM log or buffered log. When the RAM log file
reaches the configured maximum size, the oldest message is deleted from the
RAM when a new message is added. If the system restarts, all messages are
cleared.

In addition to the RAM log, you can specify that log files are sent to the
following sources:

¢ Console — If you are connected to the switch CLI through the console
port, messages display to the screen as they are generated. Use the
terminal monitor command to control logging of messages to the console
when connected via Telnet or SSH.

*  Log file — Messages sent to the log file are saved in the flash memory and
are not cleared when the system restarts.

¢ Remote server — Messages can be sent to a remote log server for viewing
and storage.

*  Email — Messages can be sent to one or more email addresses. You must
configure information about the network Simple Mail Transport Protocol
SMTP) server for email to be successfully sent from the switch.
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What Are the Severity Levels?

For each local or remote log file, you can specify the severity of the messages
to log. Each severity level is identified by a name and a number. Table 11-1
provides information about the severity levels.

Table 11-1. Log Message Severity

Severity Keyword Severity Level Description

emergencies 0 The switch is unusable.

alerts 1 Action must be taken immediately.

critical 2 The switch is experiencing critical conditions.

errors 3 The switch is experiencing error conditions.

warnings 4 The switch is experiencing warning conditions.

notification 5 The switch is experiencing normal but significant
conditions.

informational 6 The switch is providing non-critical information.

debugging 7 The switch is providing debug-level information.

When you specify the severity level, messages with that severity level and
higher are sent to the log file. For example, if you specify the severity level as
critical, messages with a severity level of alert and emergency are also logged.
When you specify the severity level in a CLI command, you can use the
keyword or the numerical level.

What Are the System Startup and Operation Logs?
Two types of log files exist in flash (persistent) memory:

*  The first log type is the system startup log. The system startup log stores
the first 32 messages received after system reboot. The log file stops when
it is full.

*  The second log type is the system operation log. The system operation log
stores the last 1000 messages received during system operation. The oldest
messages are overwritten when the file is full.

A message 1s only logged in one file. On system startup, if the Log file is
enabled, the startup log stores messages up to its limit. Then the operation
log begins to store the messages.
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To view the log messages in the system startup and operational log files, you
must download the log files to an administrative host. The startup log files are
named slogX.txt and the operation log files are named ologX.txt. When
enabled, the system stores the startup and operation log files for the last three
switch boots. The current log files have a zero (0) in the file name (replacing
the X in the name as shown above), the prior log files contain a one (1) in the
name, and the oldest log files contain a two (2) in the name. For more
information about downloading files, see "Managing Images and Files" on
page 359.

What Is the Log Message Format?

The first part of the log message up to the first left bracket is fixed by the
Syslog standard (RFC 3164). The second part up to the two percent signs is
standardized for all Dell Networking logs. The variable text of the log message
follows. The log message is limited to 96 bytes.

Each log message uses the following format:

<130> JAN 01 00:00:06 0.0.0.0-1 UNKN[Ox800023]: bootos.c(3§6) q %% Eveqt(Oxaaaaaaaa)
I I I

| | Message

| |

]
|
|
| | sequence Number
|
| Line Number

]
|

|

|

|

|

| :

| I File name
| |

| Thread 1Id

|

o}

Component Name

stack ID

Host IP address

Timestamp
PRI

*  PRI—This consists of the facility code (see RFC 3164) multiplied by 8 and
added to the severity. The log messages use the local7 facility code (23).
This implies that a message of severity 0 will have a priority of 184 and a
message of severity 7 will have a priority of 191.

*  Timestamp—This is the system up time. For systems that use SNTP, this
is UTC. When time zones are enabled, local time will be used.

*  Host IP address—This is the IP address of the local system.
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* Stack ID —This is the assigned stack ID. For the Dell Networking N2000,
N3000, and N4000 series switches, the stack ID number is always 1. The
number 1 is used for systems without stacking ability. The top of stack is
used to collect messages for the entire stack.

*  Component name—The component name for the logging component.
Component “UNKN?” is substituted for components that do not identify
themselves to the logging component.

* Thread ID—The thread ID of the logging component.
* File name —The name of the file containing the invoking macro.
* Line number —The line number which contains the invoking macro.

* Sequence number —The message sequence number for this stack
component. Sequence numbers may be skipped because of filtering but
are always monotonically increasing on a per-stack member basis.

*  Message — Contains the text of the log message.

What Factors Should Be Considered When Configuring Logging?

Dell recommends that network administrators deploy a syslog server in their
network and configure all switches to log messages to the syslog server. Switch
administrators should also consider enabling persistent logging on the switch.

When managing logs on a stack of switches, the RAM log and persistent log
files exist only on the top of stack platform. Other platforms in the stack
forward their messages to the top of stack log.
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Default Log Settings

System logging is enabled, and messages are sent to the console (severity
level: warning and above), and RAM log (severity level: informational and
above). Switch auditing, CLI command logging, Web logging, and SNMP
logging are disabled. By default, no messages are sent to the log file that is
stored in flash, and no remote log servers are defined.

Email alerting is disabled, and no recipient email address is configured.
Additionally, no mail server is defined. If you add a mail server, by default, no
authentication or security protocols are configured, and the switch uses TCP
port 25 for SM'TP,

After you enable email alerting and configure the mail server and recipient
email address, log messages with a severity level of emergency and alert are
sent immediately with each log message in a separate mail. The email subject
is “Urgent Log Messages.” Log messages with a severity level of critical, error,
and warning are sent periodically in a single email. The email subject is “Non
Urgent Log Messages.” Messages with a severity level of notice and below are
not sent in an email.
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Monitoring System Information and Configuring
Logging (Web)

This section provides information about the OpenManage Switch
Administrator pages to use to monitor system information and configure
logging on the Dell Networking N2000, N3000, and N4000 series switches.
For details about the fields on a page, click 7' at the top of the page.

Device Information

The Device Information page displays after you successfully log on to the
switch by using the Dell OpenManage Switch Administrator. This page is a
virtual representation of the switch front panel. Use the Device Information
page to view information about the port status, or system status, and the
switch stack. Click on a port to access the Port Configuration page for the
selected port.

To display the Device Information page, click Home in the navigation panel.

Figure 11-1. Device Information

1357 8 HBBTEND
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Click the Stack View link to view front panel representations for all units in
the stack.
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Figure 11-2.  Stack View

Device Infrmaion  Stack View
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For more information about the device view features, see "Understanding the
Device View" on page 132.
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System Health

Use the Health page to view status information about the switch power and
ventilation sources.

To display the Health page, click System — General — Health in the
navigation panel.

Figure 11-3. Health
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System Resources
Use the System Resources page to view information about memory usage and
task utilization.

To display the System Resources page, click System — General — System
Resources in the navigation panel.

Figure 11-4.  System Resources
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Unit Power Usage History
Use the Unit Power Usage History page to view information about switch
power consumption.

To display the Unit Power Usage History page, click System — General —
Unit Power Usage History in the navigation panel.

Figure 11-5. Unit Power Usage History
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Integrated Cable Test for Copper Cables

Use the Integrated Cable Test for Copper Cables page to perform tests on
copper cables. Cable testing provides information about where errors
occurred in the cable, the last time a cable test was performed, and the type of
cable error which occurred. The tests use Time Domain Reflectometry
(TDR) technology to test the quality and characteristics of a copper cable
attached to a port. Cables up to 120 meters long can be tested. Cables are
tested when the ports are in the down state, with the exception of the
Approximated Cable Length test. SFP, SFP+, and OSFP cables with passive
copper assemblies are not capable of performing TDR tests.

: Cable diagnostics may give misleading results if any green Ethernet

% NOTE: Cable di i i isleadi Its if Eth
modes are enabled on the port. Disable EEE or energy-detect mode prior to
running any cable diagnostics.

To display the Integrated Cable Test for Copper Cables page, click System
— Diagnostics — Integrated Cable Test in the navigation panel.

Figure 11-6. Integrated Cable Test for Copper Cables
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To view a summary of all integrated cable tests performed, click the Show All
link.

Figure 11-7. Integrated Cable Test Summary
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Optical Transceiver Diagnostics

Use the Transceiver Diagnostics page to perform tests on Fiber Optic cables.

To display the Transceiver Diagnostics page, click System — Diagnostics —
Transceiver Diagnostics in the navigation panel.

% NOTE: Optical transceiver diagnostics can be performed only when the link is
present.
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Figure 11-8. Transceiver Diagnostics
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To view a summary of all optical transceiver diagnostics tests performed, click

the Show All link.

Figure 11-9. Transceiver Diagnostics Summary
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Log Global Settings

Use the Global Settings page to enable logging globally, to enable other types
of logging. You can also specify the severity of messages that are logged to the
console, RAM log, and flash-based log file.

The Severity table lists log messages from the highest severity (Emergency) to
the lowest (Debug). When you select a severity level, all higher levels are
automatically selected. To prevent log messages from being sent to the
console, RAM log, or flash log file, clear all check boxes in the Severity
column.

To display the Global Settings page, click System — Logs — Global Settings
in the navigation panel.

Figure 11-10. Global Settings
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RAM Log

Use the RAM Log page to view information about specific RAM (cache) log
entries, including the time the log was entered, the log severity, and a
description of the log.

To display the RAM Log, click System — Logs — RAM Log in the navigation
panel.

Figure 11-11. RAM Log Table
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Log File

The Log File contains information about specific log entries, including the
time the log was entered, the log severity, and a description of the log.

To display the Log File, click System — Logs — Log File in the navigation
panel.

Figure 11-12. Log File
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Syslog Server

Use the Remote Log Server page to view and configure the available syslog
servers, to define new syslog servers, and to set the severity of the log events
sent to the syslog server.

To display the Remote Log Server page, click System — Logs — Remote Log
Server.
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Figure 11-13. Remote Log Server
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Adding a New Remote Log Server

To add a syslog server:
1 Open the Remote Log Server page.
2 Click Add to display the Add Remote Log Server page.
3 Specify the IP address or hostname of the remote server.
4 Define the UDP Port and Description fields.
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Figure 11-14. Add Remote Log Server
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5 Select the severity of the messages to send to the remote server.

% NOTE: When you select a severity level, all higher (numerically lower)
severity levels are automatically selected.

6 Click Apply.

Click the Show All link to view or remove remote log servers configured on
the system.

Figure 11-15. Show All Log Servers
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Email Alert Global Configuration

Use the Email Alert Global Configuration page to enable the email alerting
feature and configure global settings so that system log messages can be sent
to from the switch to one or more email accounts.

To display the Email Alert Global Configuration page, click System —
Email Alerts — Email Alert Global Configuration in the navigation panel.

Figure 11-16. Email Alert Global Configuration
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Email Alert Mail Server Configuration

Use the Email Alert Mail Server Configuration page to configure
information about the mail server the switch uses for sending email alert
messages.

To display the Email Alert Mail Server Configuration page, click System —
Email Alerts — Email Alert Mail Server Configuration in the navigation
panel.
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Figure 11-17. Email Alert Mail Server Configuration
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Adding a Mail Server
To add a mail server:
1 Open the Email Alert Mail Server Configuration page.
2 Click Add to display the Email Alert Mail Server Add page.

3 Specify the hostname of the mail server.

Figure 11-18. Add Mail Server
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4 Click Apply.

If desired, click Configuration to return to the Email Alert Mail Server
Contfiguration page to specify port and security settings for the mail server.

Click the Show All link to view or remove mail servers configured on the
switch.
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Figure 11-19. Show All Mali Servers
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Email Alert Subject Configuration

Use the Email Alert Subject Configuration page to configure the subject line
for email alerts that are sent by the switch. You can customize the subject for
the message severity and entry status.

To display the Email Alert Subject Configuration page, click System —
Email Alerts — Email Alert Subject Configuration in the navigation panel.

Figure 11-20. Email Alert Subject Configuration
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To view all configured email alert subjects, click the Show All link.
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Figure 11-21. View Email Alert Subjects
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Email Alert To Address Configuration

Use the Email Alert To Address Configuration page to specify where the
email alerts are sent. You can configure multiple recipients and associate
different message severity levels with different recipient addresses.

To display the Email Alert To Address Configuration page, click System —
Email Alerts — Email Alert To Address Configuration in the navigation
panel.

Figure 11-22. Email Alert To Address Configuration
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To view configured recipients, click the Show All link.
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Figure 11-23. View Email Alert To Address Configuration
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Email Alert Statistics

Use the Email Alert Statistics page to view the number of emails that were
successfully and unsuccessfully sent, and when emails were sent.

To display the Email Alert Statistics page, click System — Email Alerts —
Email Alert Statistics in the navigation panel.

Figure 11-24. Email Alert Statistics
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Monitoring System Information and Configuring
Logging (CLI)

This section provides information about the commands you use to configure
information you use to monitor the Dell Networking N2000, N3000, and
N4000 series switches. For more information about these commands, see the

Dell Networking N2000, N3000, and N4000 Series Switches CLI Reference
Guide at support.dell.com/manuals.

Viewing System Information and Enabling the Locator LED

Beginning in Privileged EXEC mode, use the following commands to view
system health and resource information and to enable the switch locator

LED.

Command

Purpose

show system
show system power

show system
temperature

show memory cpu

show process cpu

locate [switch uni|
[time trme|

Display various system information.
Displays the power supply status.

Displays the system temperature and fan status.

Displays the total and available RAM space on the switch.

Displays the CPU utilization for each process currently
running on the switch.

Enable the switch locator LED located on the back panel
of the switch. Optionally, you can specify the unit to
identify within a switch stack and the length of time that
the LED blinks.

Command

Purpose

show system
show system power

show system
temperature

show memory cpu

Display various system information.
Displays the power supply status.

Displays the system temperature and fan status.

Displays the total and available RAM space on the switch.
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Command Purpose

show process cpu Displays the CPU utilization for each process currently
running on the switch.

Running Cable Diagnostics

Beginning in Privileged EXEC mode, use the following commands to run the
cable diagnostic tests.

% NOTE: Cable diagnostics may give misleading results if green mode is enabled
on the port. Disable green mode prior to running any cable diagnostics.

Command Purpose
test copper-port tdr Perform the Time Domain Reflectometry (TDR) test to
1nterface diagnose the quality and characteristics of a copper cable

attached to the specified port. SFP, SFP+, and QSFP
cables with passive copper assemblies are not capable of
performing TDR tests.

/. CAUTION: Issuing the test copper-port tdr command
will bring the interface down.

NOTE: To ensure accurate measurements, disable all Green
Ethernet modes (EEE or energy-detect mode) on the port
before running the test.

The interface is specified in unit/slot/port format. For
example 1/0/3 is GbE interface 3 on unit 1 of the stack.

show copper-ports tdr  Display the diagnostic information collected by the test
[interface] copper-port tdr command for all copper interfaces or a
specific interface.

show fiber-ports optical- Display the optical transceiver diagnostics for all fiber
transceiver [mterface]  ports. Include the mterface option to show information for
the specified port.
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Configuring Local Logging

Beginning in Privileged EXEC mode, use the following commands to
configure the type of messages that are logged and where the messages are
logged locally.

Command Purpose

configure Enter Global Configuration mode.

logging on Globally enables logging.

logging audit Enable switch auditing.

logging cli-command ~ Enable CLI command logging

logging web-sessions Enable logging of the switch management Web page visits.
logging snmp Enable logging of SNMP set commands.

terminal monitor Enable display of system messages on the console for

Telnet/SSH sessions.

logging Enable logging to the specified file. Optionally, you can
{buffered|console| file} define a logging discriminator to help filter log messages
[severity] and set the severity of the messages to log.

* buffered — Enables logging to the RAM file (cache). If
the switch resets, the buffered logs are cleared.

* console — Enables logging to the screen when you are
connected to the CLI through the console port.

* file — Enables logging to the startup and operational log
files on the flash.

e discriminator disc-name— (Optional) Include a
message discriminator to help filter log messages. The
disc-name can contain up to eight alphanumeric
characters. Spaces are not permitted.

* severity

(Optional) Enter the number or name of the
desired severity level. For information about severity
levels, see Table 11-1.

logging facility facility-  Set the facility for logging messages. Permitted facility-

type type values are local(, locall, local2, local3, local4, local5,
local 6, local7
CTRL + Z Exit to Privileged EXEC mode.
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Command Purpose

show logging Displays the state of logging and the syslog messages
stored in the internal buffer.

show logging file View information about the flash (persistent) log file.

clear logging Use to clear messages from the logging buffer.

Configuring Remote Logging

Beginning in Privileged EXEC mode, use the following commands to define a
remote server to which the switch sends log messages.

Command Purpose

configure Enter Global Configuration mode.

logging { ip-address| Define a remote log server and enter the configuration
hostname} mode for the specified log server.

description description  Describe the log server. Use up to 64 characters. If the
description includes spaces, surround it with quotation
marks.

level severity Specify the severity level of the logs that should be sent to
the remote log server. For information about severity
levels, see Table 11-1.

port udp-port Specify the UDP port to use for sending log messages. The
range is 1 to 65535, and the default is 514.

CTRL + Z Exit to Privileged EXEC mode.

show syslog-servers Verify the remote log server configuration.
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Configuring Mail Server Settings

Beginning in Privileged EXEC mode, use the following commands to
configure information about the mail server (SM'TP host) on the network
that will initially receive the email alerts from the switch and relay them to

the correct recipient.

Command

Purpose

configure

mail-server jp-address
security {tlsvl | none}
port {25]465}

username usernaime

password password

CTRL + Z

show mail-server all
config

Enter Global Configuration mode.

Specify the IP address of the SMTP server on the network
and enter the configuration mode for the mail server.

(Optional) Specify the security protocol to use with the
mail server.

Configure the TCP port to use for SMTP, which can be 25
(SMTP) or 465 (SMTP over SSL).

If the SMTP server requires authentication, specify the
username to use for the switch.

The same username and password settings must be
configured on the SMTP host.

If the SMTP server requires authentication from clients,
specify the password to associate with the switch
username.

Exit to Privileged EXEC mode.

View mail server configuration information for all
configured mail servers.
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212 |

Configuring Email Alerts for Log Messages

Beginning in Privileged EXEC mode, use the following commands to
configure email alerts so that log messages are sent to the specified address.

Command

Purpose

configure

logging email [severity]

logging email urgent
{severity | none}

logging email logtime
minutes

logging email message-
type {urgent | non-
urgent | both} to-addr
email-address

logging email from-addr
email-address

logging email message-
type {urgent | non-
urgent | both} subject
subject

Enter Global Configuration mode.

Enable email alerting and determine which non-critical log
messages should be emailed. Including the severity value
sets the lowest severity for which log messages are emailed.
These messages are collected and sent in a single email at
the configured log duration.

severity— (Optional) Enter the number or name of the
severity level for non-critical messages. Log messages at or
above this severity level are emailed. For information about
severity levels, see Table 11-1. Log messages below the
specified level are not emailed.

Determine which log messages are critical and should be
sent in a single email as soon as they are generated.

severity— (Optional) Enter the number or name of the
severity level for critical messages. For information about
severity levels, see Table 11-1.

Specify how often to send the non-critical email alerts that
have been collected. . The valid range is 30 - 1440 minutes.

Specify the email address of the recipient for log messages.

Specify the email address of the sender, which is the
switch.

Specify the text that will appear in the subject line of email
alerts sent by the switch.
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Command Purpose

logging email test Send a test email to the configured recipient to verify that
message-type {urgent | the feature is properly configured.

non-urgent | both}

message-body body

CTRL + Z Exit to Privileged EXEC mode.

show logging email View the configured settings for email alerts.

config

show logging email View information about the number of emails sent and the
statistics time they were sent.

clear logging email Clear the email alerting statistics.

statistics
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Logging Configuration Examples

This section contains the following examples:
*  Contiguring Local and Remote Logging
*  Contfiguring Email Alerting

Configuring Local and Remote Logging

This example shows how to enable switch auditing and CLI command
logging. Log messages with a severity level of Notification (level 5) and above
are sent to the RAM (buffered) log. Emergency, Critical, and Alert (level 2)
log messages are written to the log file on the flash drive. All log messages are
displayed on the console and sent to a remote syslog server.

To configure the switch:
1 Enable switch auditing and CLI command logging.

consoleficonfigure
console (config) #logging audit
console (config) #logging cli-command

2 Specify where the logs are sent locally and what severity level of message is
to be logged. You can specify the severity as the level number, as shown in
the first two commands, or as the keyword, shown in the third command.

console (config) #logging buffered 5
console (config) #logging file 2
console (config) #logging console debugging

3 Define the remote log server.

console (config)#logging 192.168.2.10
console (Config-logging) #description "Syslog
Server"

console (Config-logging) #level debug

console (Config-logging) #exit

console (config) #exit
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4 Verify the remote log server configuration.

console#fshow syslog-servers

IP Address/Hostname Port Severity Description

192.168.2.10 514 debugging Syslog Server

5 Verify the local logging configuration and view the log messages stored in
the buffer (RAM log).

console#show logging

Logging is enabled

Console Logging: level debugging. Console
Messages: 748 Dropped.

Buffer Logging: level notifications. Buffer
Messages: 79 Logged,

File Logging: level critical. File Messages: 973
Dropped.

CLI Command Logging : enabled

Switch Auditing : enabled

Web Session Logging : disabled

SNMP Set Command Logging : disabled

Syslog server 192.168.2.10 logging: debug.
Messages: 0 dropped

412 Messages dropped due to lack of resources.
Buffer Log:

<186> FEB 02 05:53:03 0.0.0.0-1 UNKN[1073741088]:
bootos.c(232) 1 %% Event (Oxaaaaaaaa)

<189> FEB 02 05:53:03 0.0.0.0-1 UNKN[1073741088]:
bootos.c(248) 2 %% Starting code... BSP
initialization complete, starting application.

--More-- or (q)uit
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Configuring Email Alerting

The commands in this example define the SMTP server to use for sending
email alerts. The mail server does not require authentication and uses the
standard TCP port for SM'TP, port 25, which are the default values. Only
Emergency messages (severity level 0) will be sent immediately as individual
emails, and messages with a severity of alert, critical, and error (levels 1-3) will
be sent in a single email every 120 minutes. Warning, notice, info, and debug
messages are not sent in an email.

The email the administrator will in the inbox has a format similar to the
following:

Figure 11-25. Email Alert Message Format

I LOG MESSAGES - Message (Rich Text) M=
! Fle Edit View Insert Format Tools Actions Help
§aRenly | lReply oAl | FpForward | o] A] ¥ )0 X e o o oG @ R

From: pc7024_noreply@del. com Sent: Wed 9/8/2010 11:07 AM

To: administrator@dell.com

Ca
Subject: LOG MESSAGES
8:26

233 %% dot1sMstpTx

ep 8 03:
Disabled
<190>Sep 803:48:25 10.131.5.160-1 DOT15[160693528] dot1s_ih.c{1420) 234 %% Setting Port(13) instance(0)
State: DISCARDING

<190=Sep B603:48:25 10.131.5.160-1 DOT1S[160693528]: dot1s_ih.c{1285) 235 %% Setting Port(424) instance(4095)
State: DISABLED

<190=Sep 8 03:48:26  10.131.5.160-1 TRAPMGR([99446264]: traputil.c(466) 236 %% Link Down: Unit: 0 Slot: 2 Port: 1
«<190>Sep 803:48:26  10.131.5.160-1 TRAPMGR[99446264]: traputil c(466) 237 %% Link Down: Unit: 1 Slot: 0 Port: 1

For emergency-level messages, the subject is LOG MESSAGE -
EMERGENCY. For messages with a severity level of alert, critical, and error,
the subject is LOG MESSAGE.

To configure the switch:
1 Specify the mail server to use for sending messages.

consoleficonfigure
console (config) #mail-server ip-address 192.168.2.34
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Configure the username and password that the switch must use to
authenticate with the mail server.

console (Mail-Server) #username switchN3048
console (Mail-Server) #password passwordN3048
console (Mail-Server) #exit

Configure emergencies and alerts to be sent immediately, and all other
messages to be sent in a single email every 120 minutes.

console (config) #logging email error
console (config) #logging email urgent emergency
console (config) #logging email logtime 120

Specify the email address of the sender (the switch).

console (config) #logging email from-addr
N3048 noreply@dell.com

Specify the address where email alerts should be sent.

console (config) #logging email message-type both
to-addr administrator@dell.com

Specity the text that will appear in the email alert Subject line.

console (config) #logging email message-type urgent
subject "LOG MESSAGES - EMERGENCY"

console (config) #logging email message-type non-
urgent subject "LOG MESSAGES"

Verify the configuration.

console#show mail-server all config

Mail Servers Configuration:

No of mail servers configured.................. 1

Email Alert Mail Server Address................ 192.168.2.34
Email Alert Mail Server Port................... 25

Email Alert SecurityProtocol................... none

Email Alert Username..........c..coueeuenmnennnn. switchN3048
Email Alert Password. ........ouuiiiinnennennnn. passwordN3048

console#show logging email config
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Email Alert Logging...........c.ouiiuiinnnennn. enabled
Email Alert From AddreSS...........oevenieneenen.
N3048_noreply@dell.com

Email Alert Urgent Severity Level.............. 0
Email Alert Non Urgent Severity Level.......... 3
Email Alert Trap Severity Level................ 6
Email Alert Notification Period................ 120 min

Email Alert To Address Table:

For MSg TyPe. .. i it ittt ittt i 1
Addressl. .. ..ot iiiiiie administratoredell.com
For Msg Type. ...ttt 2
AdAressl. .. vttt e administrator@edell.com

Email Alert Subject Table
For Msg Type 1, subject is............ LOG MESSAGES - EMERGENCY

For Msg Type 2, subject is............ LOG MESSAGE
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Managing General System Settings

This chapter describes how to set system information, such as the hostname,
and time settings, and how to select the Switch Database Management
(SDM) template to use on the switch.

For the N2000 and N3000 series switches, this chapter also describes how to
configure the Power over Ethernet (PoL) settings.

For the N3000 series switches, this chapter also describes how to view back-
panel expansion slot information.

The topics covered in this chapter include:

System Settings Overview

Default General System Information
Configuring General System Settings (Web)
Configuring System Settings (CLI)

General System Settings Configuration Examples

System Settings Overview

The system settings include the information described in Table 12-1. This
information helps identify the switch.

Table 12-1.  System Information

Feature Description

System Name The switch name (host name). If you change the system name,

the CLI prompt changes from console to the system name.

System contact Identifies the person to contact for information regarding the

switch.

System location  Identifies the physical location of the switch.

Asset tag Uniquely identifies the switch. Some organizations use asset tags

to identify, control, and track each piece of equipment.
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Table 12-1. System Information (Continued)

Feature Description

CLI Banner Displays a message upon connecting to the switch or logging on
to the switch by using the CLL

SDM Template Determines the maximum resources a switch or router can use
for various features. For more information, see "What Are SDM
Templates?" on page 281

The switch can obtain the time from a Simple Network Time Protocol
(SNTP) server, or you can set the time manually. Table 12-2 describes the
settings that help the switch keep track of time.

Table 12-2. Time Settings

Feature

Description

SNTP

Real time clock (RTC)

Time Zone

Summer Time

Controls whether the switch obtains its system time
from an SNTP server and whether communication
with the SNTP server requires authentication and
encryption. You can configure information for up to
eight SNTP servers. The SNTP client on the switch can
accept updates from both IPv4 and IPv6 SNTP servers.

If SNTP is disabled, you can manually enter the system
time and date.

Allows you to specify the offset from Coordinated
Universal Time (UTC), which is also known as
Greenwich Mean Time (GMT).

In some regions, the time shifts by one hour in the fall
and spring. In the United States, this is called daylight
saving time.

The Dell Networking N2024P/N2048P and N3024P/N3048P switch ports are
IEEE 802.1at-2009-compliant (PoE Plus) and can provided up to 34.2W of

power per port. For more information about PoE Plus support, see "What Are
the Key PoE Plus Features for the N2024P/N2048P and N3024P/N3048P

Switches?" on page 285
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Why Does System Information Need to Be Configured?

Configuring system information is optional. However, it can be helpful in
providing administrative information about the switch. For example, if you
manage several standalone Dell Networking series switches and have Telnet
sessions open with several different switches, the system name can help you
quickly identify the switch because the host name replaces console as the
CLI command prompt.

The Banner can provide information about the switch status. For example, if
multiple users connect to the switch, the message of the day (MOTD) banner
might alert everyone who connects to the switch about a scheduled switch
image upgrade.

What Are SDM Templates?

An SDM template 1s a description of the maximum resources a switch or
router can use for various features. Different SDM templates allow different
combinations of scaling factors, enabling different allocations of resources
depending on how the device is used. In other words, SDM templates enable
you to reallocate system resources to support a different mix of features based
on your network requirements.

Dell Networking series switches support the following three templates:
*  Dual IPv4 and IPv6 (default)
* IPv4 Routing
* IPv4 Data Center

Table 12-3 describes the parameters that are scaled for each template and the
per-template maximum value of the parameter.

Table 12-3. SDM Template Parameters and Values

Parameter Dual IPv4/IPv6 Dual IPv4/IPv6 [Pv4 Only IPv4 Data
Data Center Center
ARP entries
N2000 1024 0 1024 0
N3000 4096 4096 6144 0
N4000 4096 4096 6144 4096
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Table 12-3. SDM Template Parameters and Values (Continued)

Parameter Dual IPv4/IPv6 Dual IPv4/IPv6 [Pv4 Only IPv4 Data
Data Center Center

IPv4 unicast routes

N2000 256 0 512 0

N3000 8160 8160 12288 0

N4000 8160 8160 12288 8160
[Pv6 Neighbor

Discovery Protocol
(NDP) entries

N2000 512 0 0 0
N3000 2560 2560 0 0
N4000 1024 1024 0 0
[Pv6 unicast routes
N2000 128 0 0 0
N3000 4096 4096
N4000 4096 4096
ECMP next hops
N2000 1 0 1
N3000 4 16 16
N4000 4 4 16 16
[Pv4 multicast routes
N2000 0 0 0 0
N3000 1536 1536 2048 0
N4000 512 512 1024 2048
[Pv6 multicast routes
N2000 0 0 0 0
N3000 512 512 0 0
N4000 256 256 0 0
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SDM Template Configuration Guidelines

When you configure the switch to use an SDM template that is not currently
in use, you must reload the switch for the configuration to take effect.

% NOTE: If you attach a unit to a stack and its template does not match the stack's
template, then the new unit will automatically reboot using the template used by
the management unit. To avoid the automatic reboot, you may first set the
template to the template used by the management unit. Then power off the new
unit, attach it to the stack, and power it on.

If the IPv4 Routing or IPv4 Data Center template is currently in use and you
attempt to configure IPv6 routing features without first selecting the Dual
[Pv4-1Pv6 Routing template, the IPv6 commands do not take effect. IPv6
features are not available when an IPv4-only template is active.

Why is the System Time Needed?

The switch uses the system clock to provide time stamps on log messages.
Additionally, some show commands include the time in the command
output. For example, the show users login-history command includes a Login
Time field. The system clock provides the information for the Login Time
field.

How Does SNTP Work?

SNTP assures accurate switch clock time synchronization. Time
synchronization is performed by a network SNTP server.

Time sources are established by Stratums. Stratums define the accuracy of
the reference clock. The higher the stratum (where zero is the highest), the
more accurate the clock. The switch is at a stratum that is one lower than its
time source. For example, if the SN'TP server in an internal network is a
Stratum 3 device, the switch is a Stratum 4 device.

You can configure the switch to request the time from an SNTP server on the
network, or you can allow the switch to receive SN'TP broadcasts.

Requesting the time from a unicast SNTP server is more secure. Use this
method if you know the IP address of the SNTP server on your network. If you
allow the switch to receive SN'TP broadcasts, any clock synchronization
information is accepted, even if it has not been requested by the device. This
method is less secure than polling a specified SNTP server.
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To increase security, you can require authentication between the configured
SNTP server and the SNTP client on the switch. Authentication is provided
by Message Digest 5 (MD5). MD5 verifies the integrity of the
communication and authenticates the origin of the communication.

What Configuration Is Required for Plug-In Modules?

The N3000/N4000 series switches support several different plug-in modules
(also known as cards) for the expansion slots located on the back of the
switch. For information about the slots and the supported modules, see
"Hardware Overview" on page 91. You can preconfigure the card type prior to
inserting it into the switch.

Hot-swap is supported on the N3000/N4000 switch modules. However, the
switch must be rebooted for the new module to be recognized after it is
inserted.

Before inserting a new module into the expansion slot that was previously
occupied by a different type of module, issue a no slot command from the
CLI so that the switch can recognize the new module.

Once a module hs been recognized by the switch, its configuration is stored
locally on the switch as the switch default. The module configuration appears
in the running-config for informational purposes.
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What Are the Key PoE Plus Features for the N2024P/N2048P and
N3024P/N3048P Switches?

Table 12-4 describes some of the key PoE Plus features the switches support.

Table 12-4. PoE Plus Key Features

Feature Description

Global Usage Provides the ability to specify a power limit as a percentage

Threshold of the maximum power available to PoE ports. Setting a
limit prevents the PoE switch from reaching an overload
condition.

Per-Port Power Provides the ability to assign a priority to each PoE port.

Prioritization When the power budget of the PoE switch has been

exhausted, the higher-priority ports are given preference
over the lower-priority ports. Lower priority ports are
automatically stopped from supplying power in order to
provide power to higher-priority ports.

Per-Port Power Limit ~ Configurable power limit for each PoE-Plus port.

Power Management Supports two power-management modes:

Modes * Static—Allows you to reserve a guaranteed amount of

power for a PoE port. This is useful for powering up devices
which draw variable amount of power and provide them an
assured power range to operate within.

Dynamic—Power is not reserved for a given port at any
point of time. The power available with the PoE switch is
calculated by subtracting the instantaneous power drawn
by all the ports from the maximum available power. Thus
more ports can be powered at the same time. This feature
is useful to efficiently power up more number of devices
when the available power with the PoE switch is limited

Power Detection Mode  Allows you to set the mode to legacy or 4-point 802.3AF
detection. Enabling an additional high-power setting will
allow the detection of 802.1at devices.
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Table 12-4. PoE Plus Key Features (Continued)

Feature Description

Powered Device (PD)  Configurable setting to set the method that determines
Disconnection when a PD has disconnected from a port:

Detection Mode

¢ AC Disconnect—Assumes that when a valid PD is

connected to a port, the AC impedance measured on its
terminals is significantly lower than in the case of an open

port (disconnected PD)

* DC Disconnect—Measures current consumption to
determine when a PD stops consuming current.

Default General System Information

By default, no system information or time information is configured, and the
SNTP client is disabled. The default SDM Template applied to the switch is

the Dual [Pv4-IPv6 template.

The following table shows the default PoE Plus settings for the Dell
Networking N2024P /N2048P and N3024P/N3048P switches.

Table 12-5.  PoE Plus Key Features (N2024P, N2048P, N3024P, N3048P Only)

Feature Description
Global Usage Threshold 0%
Per-Port Admin Status Auto

Per-Port Power Prioritization
Per-Port Power Limit

Power Management Mode
Power Detection Mode

Powered Device (PD) Disconnection
Detection Mode

Power Pairs

Enabled (globally, per-port priority is Low
None

Dynamic

802.3af Only

AC

alternative-a
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Configuring General System Settings (Web)

This section provides information about the OpenManage Switch
Administrator pages for configuring and monitoring general system settings
on the Dell Networking N2000, N3000, and N4000 series switches. For details
about the fields on a page, click #' at the top of the page.

System Information

Use the System Information page to configure the system name, contact
name, location, and asset tag.

% NOTE: From the System Information page, you can also initiate a Telnet session
to the switch.

To display the System Information page, click System — General — System
Information in the navigation panel.

Figure 12-1. System Information
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Initiating a Telnet Session from the Web Interface

% NOTE: The Telnet client feature does not work with Microsoft Windows Internet
Explorer 7 and later versions. Initiating this feature from any browser running on
a Linux operating system is not supported.

To launch a Telnet session:

1 Irom the System — General — System Information page, click the
Telnet link.

2 Click the Telnet button.

Figure 12-2. Telnet

System information

Detal  Telnet

System Information: Telnet H & & 2

Connecto Me switch using Be Teinat protocs

3 Select the Telnet client, and click OK.

Figure 12-3. Select Telnet Client

Launch Application

This link needs to be opened with an application.
Send to:

rundli32.exe urldll, TelnetProtocolHand

| Choose an Application ghoo:

3 I )'
[] remember my choice for telnet links,
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The selected Telnet client launches and connects to the switch CLI.

Figure 12-4. Telnet Session

#] Telnet 10.27.22.153 _|= ﬂ
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CLI Banner

Use the CLI Banner page to configure a message for the switch to display
when a user connects to the switch by using the CLI. You can configure
different banners for various CLI modes and access methods.

To display the CLI Banner page, click System — General — CLI Banner in
the navigation panel.

Figure 12-5. CLI Banner
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SDM Template Preference

Use the SDM Template Preference page to view information about template
resource settings and to select the template that the switch uses. If you select
a new SDM template for the switch to use, you must reboot the switch before
the template is applied.

To display the SDM Template Preference page, click System — General —
SDM Template Preference in the navigation panel.

Figure 12-6. SDM Template Preference
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Clock

If you do not obtain the system time from an SNTP server, you can manually
set the date and time on the switch on the Clock page. The Clock page also
displays information about the time settings configured on the switch.

To display the Clock page, click System — Time Synchronization — Clock
in the navigation panel.

Figure 12-7. Clock

(UTC « 0.0)
o1R11970 e ddtyyyy)

Time Source is Local
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Drsatled

: The system time cannot be set manually if the clientis enabled. Use
% NOTE: Th i b Ily if the SNTP clienti bled. U
the SNTP Global Settings page to enable or disable the SNTP client.
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SNTP Global Settings

Use the SNTP Global Settings page to enable or disable the SNTP client,
configure whether and how often the client sends SNTP requests, and
determine whether the switch can receive SNTP broadcasts.

To display the SNTP Global Settings page, click System — Time
Synchronization — SNTP Global Settings in the navigation panel.

Figure 12-8. SNTP Global Settings
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SNTP Authentication

Use the SNTP Authentication page to enable or disable SNTP
authentication, to modify the authentication key for a selected encryption key
ID, to designate the selected authentication key as a trusted key, and to
remove the selected encryption key ID.

% NOTE: The SNTP server must be configured with the same authentication
information to allow time synchronization to take place between the two devices.

Click System — Time Synchronization — SN'TP Authentication in the
navigation panel to display the SNTP Authentication page.

Figure 12-9. SNTP Authentication
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Adding an SNTP Authentication Key
To configure SNTP authentication:
1 Open the SNTP Authentication page.
2 Click the Add link.
The Add Authentication Key page displays:
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Figure 12-10. Add Authentication Key
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3 Enter a numerical encryption key ID and an authentication key in the
appropriate fields.

4 If the key is to be used to authenticate a unicast SN'TP server, select the
Trusted Key check box. If the check box is clear, the key is untrusted and
cannot be used for authentication.

5 Click Apply.

The SNTP authentication key is added, and the device is updated.
To view all configured authentication keys, click the Show All link. The

Authentication Key Table displays. You can also use the Authentication Key
Table to remove or edit existing keys.

Figure 12-11. Authentication Key Table
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SNTP Server

Use the SNTP Server page to view and modify information about SNTP
servers, and to add new SNTP servers that the switch can use for time
synchronization. The switch can accept time information from both IPv4 and
IPv6 SNTP servers.

To display the SNTP Server page, click System — Time Synchronization —
SNTP Server in the navigation panel. If no servers have been configured, the
fields in the following image are not displayed.

Figure 12-12. SNTP Servers
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Defining a New SNTP Server
To add an SNTP server:
1 Open the SNTP Servers page.
2 Click Add.
The Add SNTP Server page displays.
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Figure 12-13. Add SNTP Server

3 In the SNTP Server field, enter the IP address or host name for the new
SNTP server.

4 Specify whether the information entered in the SNTP Server field is an
[Pv4 address, [Pv6 address, or a hostname (DNS).

5 If you require authentication between the SNTP client on the switch and
the SNTP server, select the Encryption Key ID check box, and then select
the key ID to use.

To detine a new encryption key, see "Adding an SNTP Authentication Key"
on page 294.

% NOTE: The SNTP server must be configured with the same authentication
information to allow time synchronization to take place between the two
devices.
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To view all configured SNTP servers, click the Show All link. The SNTP
Server Table displays. You can also use the SNTP Server Table page to
remove or edit existing SNTP servers.

Figure 12-14. SNTP Servers Table
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Summer Time Configuration

Use the Summer Time Configuration page to configure summer time
(daylight saving time) settings.

To display the Summer Time Configuration page, click System — Time
Synchronization — Summer Time Configuration in the navigation panel.

Figure 12-15. Summer Time Configuration
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% NOTE: The fields on the Summer Time Configuration page change when you
select or clear the Recurring check box.

To use the preconfigured summer time settings for the United States or
European Union, select the Recurring check box and specify USA or EU from
the Location menu.

Managing General System Settings | 299



Time Zone Configuration

Use the Time Zone Configuration to configure time zone information,
including the amount time the local time is offset from UTC and the
acronym that represents the local time zone.

To display the Time Zone Configuration page, click System — Time
Synchronization — Time Zone Configuration in the navigation panel.

Figure 12-16. Time Zone Configuration
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Card Configuration

Use the Card Configuration page to control the administrative status of the
rear-panel expansion slots (Slot 1 or Slot 2) and to configure the plug-in
module to use in the slot.

To display the Card Configuration page, click Switching — Slots — Card
Configuration in the navigation panel.

Figure 12-17. Card Configuration
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Slot Summary

Use the Slot Summary page to view information about the expansion slot
status.

To display the Slot Summary page, click Switching — Slots — Summary in
the navigation panel.

Figure 12-18. Slot Summary
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Supported Cards

Use the Supported Cards page to view information about the supported

plug-in modules for the switch.

To display the Supported Cards page, click Switching — Slots — Supported

Cards in the navigation panel.

Figure 12-19. Supported Cards
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Power Over Ethernet Global Configuration (N2024P/N2048P and

N3024P/N3048P Only)

Use the PoEE Global Configuration page
switch.

to configure the Pol settings for the

To display the PoE Global Configuration page, click System — General —
Power over Ethernet — Global Configuration in the navigation panel.

Figure 12-20. PoE Global Configuration
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Power Over Ethernet Interface Configuration (N2024P/N2048P and

N3024P/N3048P Only)

Use the PoE Interface Configuration page to configure the per-port PoEl

settings. From this page, you can also access the PoE Counters table and PoEl
Port Table. The PoE Port table allows you to view and configure Pok settings
for multiple ports on the same page.

To display the PoE Interface Configuration page, click System — General —

Power over Ethernet — Interface Configuration in the navigation panel.

Figure 12-21. PoE Interface Configuration
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To view PoFE statistics for each port, click Counters.

Figure 12-22. PoE Counters Table

Interface Configuration

intertace Configuration Counters Show &1

Interface Configuration: POE Counters Table H ® C 7
Unat
ool 1188
Statistics pr——

iems Displayed 15 Rows Per Page |5 v

Consumed brvvalid
Power Cverload Short Denied Abzent ‘Signature Outpatt Ouput
Port {ri) Counter Counter Countar Countar Courtar Valts Currant Temperature.
1 Gian 0 1] o ] TEA1T 0 0 1
2 Gz 0 o o 0 1334444 0 0 35
3 Ghos o o o o 1334436 0 0 36
4 Gl 0 o 0 0 1334577 0 0 36
5 Gl o o L] o 1323699 o Q ELg

W&  Pagesfi  |oft0 W&

Tohview the PoE Port Table, click Show All.

Figure 12-23. PoE Port Table
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If you change any settings for one or more ports on the PoE Port Table page,
click Apply to update the switch with the new settings.
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Configuring System Settings (CLI)

This section provides information about the commands you use to configure
system information and time settings on the Dell Networking N2000, N3000,
and N4000 series switches. For more information about these commands, see
the Dell Networking N2000, N3000, and N4000 Series Switches CLI
Reference Guide at support.dell.com/manuals.

Configuring System Information

Beginning in Privileged EXEC mode, use the following commands to
configure system information.

Command Purpose

configure Enter Global Configuration mode.

hostname name Configure the system name. The CLI prompt changes to
the host name after you execute the command.

snmp-server contact Configure the name of the switch administrator. If the

name name contains a space, use quotation marks around the
name.

snmp-server location Configure the switch location.

location

asset-tag [unit unst 1d]  Configure the asset tag for the switch. Use the unit

tag keyword to configure the asset tag for each unit in a stack
of switches.

CTRL + Z Exit to Privileged EXEC mode.

show system [id] Display system information. Include the id keyword to

display additional system information.
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Configuring the Banner

Beginning in Privileged EXEC mode, use the following commands to
configure the MOTD, login, or User EXEC banner. The switch supports the

following banner messages:

*  MOTD—Displays when a user connects to the switch.

*  Login—Displays after the MOTD banner and before the login prompt.

*  Exec—Displays immediately after the user logs on to the switch.

Command Purpose
configure Enter Global Configuration mode.
banner Configure the banner message that displays when you

{motd|login|exec} text

line
{telnet|ssh | console}

motd-banner
exec-banner
login-banner

CTRL + Z

show banner

connect to the switch (motd and login) or enter User
EXEC mode (exec).

Use quotation marks around a message if it includes
spaces.

Enter the terminal line configuration mode for Telnet,
SSH, or the console.

Specify that the configured MOTD banner displays. To
prevent the banner from displaying, enter no motd-
banner.

Specify that the configured exec banner displays. To
prevent the banner from displaying, enter no exec-banner.

Specify that the configured login banner displays. To
prevent the banner from displaying, enter no login-banner.

Exit to Privileged EXEC mode.

Display the banner status on all line terminals.
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Managing the SDM Template

Beginning in Privileged EXEC mode, use the following commands to set the
SDM template preference and to view information about the available SDM
templates.

Command Purpose

configure Enter Global Configuration mode.

sdm prefer {dual-ipv4-  Select the SDM template to apply to the switch after the
and-ipv6 default| ipv4- next boot.
routing {data-center |

default}}

CTRL + Z Exit to Privileged EXEC mode.

show sdm prefer View information about the SDM template the switch is
[template] currently using. Use the femplate variable to view the

parameters for the specified template.

Configuring SNTP Authentication and an SNTP Server

Beginning in Privileged EXEC mode, use the following commands to require
the SNTP client to use authentication when communicating with the SNTP
server. The commands also show how to configure an SNTP server.

Requiring authentication is optional. However, if you configure
authentication on the switch SNTP client, the SNTP server must be
configured with the same authentication information to allow time
synchronization to take place between the two devices.

Command Purpose

configure Enter Global Configuration mode.

sntp authentication-key Define an authentication key for SNTP. The variables are:

key_idmd5 key_word ¢ key 1d— The encryption key ID, which is a number from

1-4294967295.

e key_word—The authentication key, which is a string of
up to eight characters.
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Command Purpose

sntp trusted-key key id  Specify the authentication key the SNTP server must
include in SNTP packets that it sends to the switch.

The key_idnumber must be an encryption key ID defined
in the previous step.

sntp authenticate Require authentication for communication with the SNTP
server.

A trusted key must be configured before this command is
executed.

sntp server {ip_address| Define the SNTP server.

/]():9[’17'(’1{716’} [priorit'y * ip address—The IP address (or host name) of the SNTP
priority] [key key_id) server to poll. The IP address can be an [Pv4 or IPv6
address.

* priority—(Optional) If multiple SNTP servers are
defined, this number determines which server the switch
polls first. The priority is 1-8, where 1 is the highest
priority. If you do not specify a priority, the servers are
polled in the order that they are entered.

key_id—(Optional) Enter an authentication key to use.
The key must be previously defined by the sntp
authentication-key command.

sntp This command enables the SNTP client and allows the
{unicast |broadcast} switch to poll configured unicast SNTP servers for updates
client enable or receive broadcasts from any SNTP server.

sntp client poll timer  Specify how often the SNTP client requests SNTP packets

seconds from the configured server(s).
seconds—The poll interval can be 64, 128, 256, 512, or
1024 seconds.

CTRL + 7 Exit to Privileged EXEC mode.

show sntp configuration Verify the SNTP configuration.

show sntp status View information about the SNTP updates.

310 | Managing General System Settings



Setting the System Time and Date Manually

Beginning in Privileged EXEC mode, use the following commands to
configure the time and date, time zone, and summer time settings.

Command Purpose

clock set {mmy/dd/yyy Configure the time and date. You can enter the time first
hh:mm:ss} | and then the date, or the date and then the time.

{hhmm:ss * hh:mmiss—Time in hours (24-hour format, from 01-24),

mm/ddfyyy minutes (00-59), and seconds (00-59).

* mnydd/yyyy — Two digit month (1-12), two-digit date of
the month (01-31), and four-digit year.

clock timezone hours- Configure the time zone settings.
off§et hour SfO[de * hours-offset— Hours difference from UTC. (Range: -12 to
[minutes mrnutes- +13)

offset| |zone acronym)|
* minutes-offset — Minutes difference from UTC. (Range:

0-59)

* acronym— The acronym for the time zone. (Range: Up to
four characters)

clock summer-time Use this command if the summer time starts and ends every
recurring {usa | eu |  year based on a set pattern.
{week day month

For switches located in the United States or European
Union, use the usa or eu keywords to use the preconfigured
values. Otherwise, configure the start and end times by using
the following values:

hh:mm week day
month hh:mm}}
[offset offset] [zone
acronym|

* week— Week of the month. (Range: 1-5, first, last)

* day— Day of the week. (The first three letters by name)

* month— Month. (The first three letters by name; jan, for
example.)

hh:mm— Time in 24-hour format in hours and minutes.

(Range: hh: 0-23, mm: 0-59)

* offset— Number of minutes to add during the
summertime. (Range:1-1440)

acronym— The acronym for the time zone to be displayed
when summertime is in effect. (Up to four characters)
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Command Purpose

clock summer-time U

se this command if the summer time does not start and

date {date month | end every year according to a recurring pattern. You can
month date} year enter the month and then the date, or the date and then the
hh:mm {date month | month.

month date} year .
hh:mm [offset offset]
[zone acronym)

ate— Day of the month. (Range: 1-31.)
month— Month. (Range: The first three letters by name)

hh:mm— Time in 24-hour format in hours and minutes.

(Range: hh: 0-23, mm: 0-59)

offset — Number of minutes to add during the
summertime. (Range:1-1440)

acronym— The acronym for the time zone to be displayed
when summertime is in effect. (Range: Up to four
characters)

CTRL + Z Exit to Privileged EXEC mode.

show clock [detail | View information about the time. Include the detail
keyword to view information about the time zone and

summer time.

Configuring the Expansion Slots (N3000 Series Only)

Beginning in Privileged EXEC mode, use the following commands to
configure and view information about the expansion slots and plug-in

modules (cards).

Command

Purpose

configure

slot unit/slot cardindex

CTRL + Z
show slot

show supported cardtype

Enter Global Configuration mode.

Configured the specified slot (1-2) to use the plug-in
module identified by the cardindex number (CID). To
view the CID associated with each plug-in module, use the
show supported cardtype command.

Exit to Privileged EXEC mode.
Display status information about the expansion slots.

Display information about the plug-in modules the switch
supports.
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Viewing Slot Information (N4000 Series Only)

Use the following commands to view information about Slot 0 and its

support.
Command Purpose
show slot Display status information about the expansion slots.

show supported cardtype Display information about the modules the switch

supports.

Configuring PoE Settings (N2024P/N2048P and N3024P/N3048P Only)

Beginning in Privileged EXEC mode, use the following commands to
configure PoE information.

Command

Purpose

configure

power inline usage-

threshold threshold

power inline
management {class |
static | dynamic}

power inline detection
{dot3af |
dot3af+legacy}

interface /nterface

power inline {auto |
never }

Enter Global Configuration mode.

Specify the maximum usage for PoE power on the system.
The threshold variable (range: 1-99%) is a percentage of
total system power.

Set the power-management mode for the switch.

Set the power-management mode for the switch.
* 802.3af-only—IEEE 802.3af detection scheme is used.

* 802.3af+legacy—IEEE 802.3af 4point detection scheme
is used and when it fails to detect a connected PD, legacy
capacitive detection is used.

Enter interface configuration mode for the specified port.
The interface variable includes the interface type and
number, for example gigabitethernet 1/0/3.

Set the PoE device discovery admin mode.

* auto — Enables the device discovery protocol and, if
found, supplies power to the device.

* never — Disables the device discovery protocol and stops
supplying power to the device.
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Command

Purpose

power inline priority

{critical | high | low}

power inline high-power

power inline limit
user-defined /imit

power inline powered-
device type

power inline reset

CTRL + Z
show power inline

show power inline
mterface

Configures the port priority level for the delivery of power
to an attached device.

Contigure the port high power mode for connected-device
compatibility.
Set the per-port power limit.

* user-defined /imit—Allows the port to draw up to user
defined configured value. The range of /imit is

3000-32000 milliwatts.

Provide a description to represent the type of device
connected to the port.

(Optional) Reset the port. You might use this command if
the port is stuck in an Error state.

Exit to Privileged EXEC mode.
Display PoE. information for the switch.

Display PoFE, information for the specified interface.
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General System Settings Configuration Examples

This section contains the following examples:
*  Contfiguring System and Banner Information
* Contfiguring SNTP
* Configuring the Time Manually

Configuring System and Banner Information

In this example, an administrator configures the following system
information:

e System name: N2048

*  System contact: Jane Doe
*  System location: RTP100
e Assct tag: 006429

The administrator then configures the MOTD banner to alert other switch
administrators of the connected topology.

To configure the switch:
1 Configure the hosts name.

consoleficonfigure
console (config) #hostname N2048

2 Configure the contact, location, and asset tag. Notice that the prompt
changed to the host name.

N2048 (config) #snmp-server contact “Jane Doe”
N2048 (config) #snmp-server location RTP100
N2048 (config) #asset-tag 006429

3 Configure the message that displays when a user connects to the switch.

N2048 (config) #banner motd “This switch connects
users in cubicles C121-C139.”
N2048 (config) #exit

4 View system information to verify the configuration.

N2048#show system
System Description: Dell Ethernet Switch
System Up Time: 0 days, 19h:36m:36s
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System
System
System
Burned
System
System

Contact: Jane Doe

Name: N2048

Location: RTP100

In MAC Address: O0lE.CS9AA.AAQ07

Object ID: 1.3.6.1.4.1.674.10895.3035

Model ID: N2048

Machine Type: Dell Networking N2048
Temperature Sensors:

Unit Temperature (Celsius) Status
1 43 OK
Power Supplies:
Unit Description Status Source
1 Main OK AC
1 Secondary Error DC
Temperature Sensors:
Unit Description Temperature Status
(Celsius)
1 CPU 33 Good
1 MAC 39 Good
1 Left PHY 32 Good
1 Right PHY 33 Good
Fans:
Unit Description Status
1 Fan 1 OK
1 Fan 2 OK
1 Fan 3 OK
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Power Supplies:

Unit Description Status Average Current Since
Power Power Date/Time
(Watts) (Watts)
1 System OK 5.0 97.8
1 Main Failure
1 Secondary OK 97.6 97.8 01/10/2031
15:59:05

View additional information about the system.

N2048#show system id

Service Tag:

Chassis Service Tag: N/A

Serial Number: 7048NX1011

Asset Tag: unit-1

Unit Service tag Chassis Serv tag Serial number Asset tag

Service Tag: 0000000

Chassis Service Tag:

Serial Number: TW282987BK0002

Asset Tag: 111222

Unit Service tag Chassis Serv tag Serial number Asset tag

1 0000000 TW282987BK0002 111222

Initiate a new Telnet session to verify the MOTD.
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Figure 12-24. Verify MOTD
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Configuring SNTP

The commands in this example configure the switch to poll an SNTP server
to synchronize the time. Additionally, the SNTP sessions between the client
and server must be authenticated.

To configure the switch:

1

Configure the authentication information. The SNTP server must be
configured with the same authentication key and ID.

consoleficonfigure

console (config) #sntp authentication-key 23456465
md5 sntpkey

console (config) #sntp trusted-key 23456465
console (config) #sntp authenticate

Specify the IP address of the SNTP server to poll and include the
authentication key. This command automatically enables polling and sets
the priority to 1.

console (config) #sntp server 192.168.10.30 key
23456465

console (config) #sntp unicast client enable

Verify the configuration.

console#fshow sntp configuration

Polling interval: 512 seconds

MD5 Authentication keys: 23456465
Authentication is required for synchronization.
Trusted keys: 23456465

Unicast clients: Enable

Unicast servers:
Server Key Polling Priority

192.168.10.30 23456465 Enabled 1
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4 View the SNTP status on the switch.

console#tshow sntp status

Client Mode: Unicast
Last Update Time: MAR 01 09:12:43 2010

Unicast servers:
Server Status Last response

192.168.10.30 Other 09:12:43 Mar 1 2011
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Configuring the Time Manually

The commands in this example manually set the system time and date. The
time zone is set to Fastern Standard Time (EST), which has an offset of -5

hours. Summer time is enabled and uses the preconfigured United States

settings.

To configure the switch:

1

Configure the time zone offset and acronym.

consoleficonfigure
console (config) #clock timezone -5 zone EST

Configure the summer time (daylight saving time) to use the
preconfigured settings for the United States.

console (config) #clock summer-time recurring us

Set the local time and date.

console (config) #clock set 16:13.06 03/01/2010

Verify the time settings.

consolef#show clock detail

00:27:19 EST(UTC-5:00) Feb 3 2039
No time source

Time zone:
Acronym is EST
Offset is UTC-5:00

Summertime:

Acronym not configured

Recurring every year (USA)

Begins on second Sunday of Mar at 02:00
Ends on first Sunday of Nov at 02:00
Offset is +60 minutes

Managing General System Settings

E7A |



322 | Managing General System Settings



Configuring SNMP

The topics covered in this chapter include:
e SNMP Overview
*  Default SNMP Values
* Contfiguring SNMP (Web)
*  Contfiguring SNMP (CLI)
*  SNMP Configuration Examples

SNMP Overview

Simple Network Management Protocol (SNMP) provides a method for
managing network devices. The Dell Networking series switches support
SNMP version 1, SNMP version 2, and SNMP version 3.

What Is SNMP?

SNMP is a standard protocol that enables remote monitoring and
management of a device through communication between an SNMP
manager and an SNMP agent on the remote device. The SNMP manager is
typically part of a Network Management System (NMS) that runs on an
administrative host. The switch software includes Management Information
Base (MIB) objects that the SNMP agent queries and modifies. The switch
uses standard public MIBs and private MIBs.

A MIB acts as a structured road map for managed objects. A managed object
is any feature or setting that can be configured or monitored on the switch.
An Object Identifier (OID) is the unique number assigned to an object
defined in a MIB. An OID is written as a sequence of subidentifiers in
decimal notation.
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The SNMP agent maintains a list of variables that are used to manage the
switch. The variables are defined in the MIB. The MIB presents the variables
controlled by the agent. The SNMP agent defines the MIB specification
format, as well as the format used to access the information over the network.
Access rights to the SNMP agent are controlled by access strings.

SNMP v3 also applies access control and a new traps mechanism to SNMPvl
and SNMPv2 PDUs. In addition, the User Security Model (USM) is defined
for SNMPv3 and includes:

* Authentication — Provides data integrity and data origin authentication.

*  Privacy — Protects against disclosure of message content. Cipher-Bock-
Chaining (CBC) is used for encryption. Either authentication is enabled
on an SNMP message, or both authentication and privacy are enabled on
an SNMP message. However privacy cannot be enabled without
authentication.

*  Timeliness — Protects against message delay or message redundancy. The
SNMP agent compares incoming message to the message time
information.

*  Key Management — Defines key generation, key updates, and key use.

Authentication or Privacy Keys are modified in the SNMPv3 User Security
Model (USM).

What Are SNMP Traps?

SNMP is frequently used to monitor systems for fault conditions such as
temperature violations, link failures, and so on. Management applications can
monitor for these conditions by polling the appropriate OIDs with the get
command and analyzing the returned data. This method has its drawbacks. If
it is done frequently, significant amounts of network bandwidth can be
consumed. If it is done infrequently, the response to the fault condition may
not occur in a timely fashion. SNMP traps avoid these limitations of the
polling method.

An SNMP trap is an asynchronous event indicating that something
significant has occurred. This is analogous to a pager receiving an important
message, except that he SNMP trap frequently contains all the information
needed to diagnose a fault.
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You can configure various features on the switch to generate SNMP traps that
inform the NMS about events or problems that occur on the switch. Traps
generated by the switch can also be viewed locally by using the web-based
interface or CLL

Why Is SNMP Needed?

Some network administrators prefer to use SNMP as the switch management
interface. Settings that you view and configure by using the web-based Dell
OpenManage Switch Administrator and the CLI are also available by using
SNMP.

If you do not use NMS software to manage or monitor other devices on your
network, it might not be necessary to configure SNMP on the switch.

Default SNMP Values

By default, SNMPv2 is automatically enabled on the device. SNMPv1 and
SNMPv3 are disabled. To enable SNMPv3, you must define a local engine ID
for the device. The local enginelD is by default set to the switch MAC
address, however when the switch operates in a stacking mode, it is important
to manually configure the local enginelD for the stack. This local enginelD
must be defined so that it is unique within the network. It is important to do
this because the default enginelD in a stack is the MAC address of the master
unit, which may change if the master unit fails and another unit takes over
the stack.

Table 13-1 summarizes the default values for SNMP.

Table 13-1. SNMP Defaults

Parameter Default Value
SNMPvl1 Disabled
SNMPv2 Enabled
SNMPv3 Disabled

SNMP traps Enabled

SNMP trap receiver None configured
Switch traps Enabled
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Table 13-1. SNMP Defaults

Parameter Default Value
QoS traps Enabled
Multicast traps Disabled
Captive Portal traps Disabled
OSPF traps Disabled

Table 13-2 describes the two views that are defined by default.

Table 13-2. SNMP Default Views

View Name 0ID Subtree View Type

Default 150 Included
snmpVacmMIB Excluded
usmUser Excluded
snmpCommunityTable Excluded

DefaultSuper is0 Included

By default, three groups are defined. Table 13-3 describes the groups. The
Read, Write, and Notify values define the preconfigured views that are
associated with the groups.

Table 13-3. SNMP Default Groups

Group Name Security Level Read Wirite Notify
DefaultRead No Auth No Priv Default - Default
DefaultWrite  No Auth No Priv Default Default Default

DefaultSuper ~ No Auth No Priv DefaultSuper  DefaultSuper  DefaultSuper
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Configuring SNMP (Web)

This section provides information about the OpenManage Switch
Administrator pages for configuring and monitoring the SNMP agent on a
Dell Networking N2000, N3000, and N4000 series switches. For details about
the fields on a page, click ? at the top of the page.

% NOTE: For some features, the control to enable or disable traps is available from
a configuration page for that feature and not from the Trap Manager pages that
this chapter describes.

SNMP Global Parameters
Use the Global Parameters page to enable SNMP and Authentication
notifications.

To display the Global Parameters page, click System — SNMP — Global
Parameters in the navigation panel.

Figure 13-1. SNMP Global Parameters
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SNMP View Settings

Use the SNMP View Settings page to create views that define which features
of the device are accessible and which are blocked. You can create a view that
includes or excludes OIDs corresponding to interfaces.

To display the View Settings page, click System — SNMP — View Settings in
the navigation panel.

Figure 13-2. SNMP View Settings

Detad

Agd  Show Al

View Settings: Detail H & C 7
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OID Subtree

Adding an SNMP View
To add a view:
1 Open the View Settings page.
2 Click Add.
The Add View page displays:
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Figure 13-3. Add View

View Settings: Add H & C

Vi Hame [1-30 eharaciers)

0 Sustes

Specify a name for the view and a valid SNMP OID string.

Select the view type.
5 Click Apply.
The SNMP view is added, and the device is updated.

Click Show All to view information about configured SNMP Views.
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Access Control Group

Use the Access Control Group page to view information for creating SNMP
groups, and to assign SNMP access privileges. Groups allow network
managers to assign access rights to specific device features or features aspects.

To display the Access Control Group page, click System — SNMP — Access
Control in the navigation panel.

Figure 13-4. SNMP Access Control Group

Access Control Group

Detal  Add  Showal

Access Control Group: Detail [T < )

Quary Access Contiol Caeiguration

Group Hame Dstauifieas [=]
supa =]
{030 characters)
Moddy Access Control Operstssn
Sperabon Read [Detat =] ') Wiite [Detaut [ =] [ Hionity

Apply

Adding an SNMP Group
To add a group:
1 Open the Access Control Configuration page.
2 Click Add.
The Add an Access Control Configuration page displays:
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Figure 13-5. Add Access Control Group

3
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Specify a name for the group.
Select a security model and level
Define the context prefix and the operation.

Click Apply to update the switch.

[=] £ Moty [Det

Apply

Click Show All to view information about existing access control
configurations.
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SNMPv3 User Security Model (USM)

Use the User Security Model page to assign system users to SNMP groups
and to define the user authentication method.

% NOTE: You can also use the Local User Database page under Management
Security to configure SNMPv3 settings for users. For more information, see
"Configuring Authentication, Authorization, and Accounting" on page 207.

To display the User Security Model page, click System — SNMP — User
Security Model in the navigation panel.

Figure 13-6. SNMPv3 User Security Model
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Adding Local SNMPv3 Users to a USM
To add local users:
1 Open the User Security Model page.
2 Click Add Local User.
The Add Local User page displays:
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Figure 13-7. Add Local Users
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3 Define the relevant fields.
4 Click Apply to update the switch.

Click Show All to view the User Security Model Table, which contains
information about configured Local and Remote Users.

Adding Remote SNMPv3 Users to a USM
To add remote users:
1 Open the SNMPv3 User Security Model page.
2 Click Add Remote User.
The Add Remote User page displays:
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Figure 13-8. Add Remote Users
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3 Define the relevant fields.
4 Click Apply to update the switch.

Click Show All to view the User Security Model Table, which contains
information about configured Local and Remote Users.
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Communities
Access rights for SNMPv] and SNMPv2 are managed by defining

communities Communities page. When the community names are changed,
access rights are also changed. SNMP Communities are defined only for
SNMP v1 and SNMP v2.

To display the Communities page, click System — SNMP — Communities
in the navigation panel.

Figure 13-9. SNMP Communities
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Adding SNMP Communities
To add a community:
1 Open the Communities page.
2 Click Add.
The Add SNMPv1,2 Community page displays:
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Figure 13-10. Add SNMPv1,2 Community
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3 Specify the IP address of an SNMP management station and the
community string to act as a password that will authenticate the
management station to the SNMP agent on the switch.

4 Select the access mode.
5 Click Apply to update the switch.

Click Show All to view the communities that have already been configured.
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Notification Filter

Use the Notification Filter page to set filtering traps based on OIDs. Each
OID is linked to a device feature or a feature aspect. The Notification Filter
page also allows you to filter notifications.

To display the Notification Filter page, click System — SNMP —
Notification Filters in the navigation panel.

Figure 13-11. SNMP Notification Filter
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Adding a Notification Filter
To add a filter:
1 Open the Notification Filter page.
2 Click Add.
The Add Filter page displays:
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Figure 13-12. Add Notification Filter
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3 Specify the name of the filter, the OID for the filter.

Choose whether to send (include) traps or informs to the trap recipient or
prevent the switch from sending (exclude) the traps or informs.

5 Click Apply to update the switch.

Click Show All to view information about the filters that have already been
configured.

Notification Recipients

Use the Notification Recipients page to view information for defining filters
that determine whether traps are sent to specific users, and the trap type sent.
SNMP notification filters provide the following services:

* Identifying Management Trap Targets
* Trap Filtering

*  Selecting Trap Generation Parameters
*  Providing Access Control Checks

To display the Notification Recipients page, click System — SNMP —
Notification Recipient in the navigation panel.

338 | Configuring SNMP



Figure 13-13. SNMP Notification Recipient

Adding a Notification Recipient
To add a recipient:
1 Open the Notification Recipient page.
2 Click Add.
The Add Recipient page displays:
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Figure 13-14. Add Noetification Recipient

Notification Recipients: Add H & C 7

Pissscasen Type Traps [=]

120 chanaciers)

s [=]

SHWP V3
SNUPG
UsarHiama (1:30 characters;
Securty Levet
Pod
VO Port 152 1-88538)
Fimer Hame
ot 0018
Ravies 1] (- 255,

Specify the IP address or hostname of the host to receive notifications.

3
4 Sclect whether to send traps or informs to the specified recipient
5 Define the relevant fields for the SNMP version you use.

6 Configure information about the port on the recipient.

7 Click Apply to update the switch.

Click Show All to view information about the recipients that have already
been configured.

Trap Flags

The Trap Flags page is used to specify which traps you want to enable or
disable. When the condition identified by an active trap is encountered by
the switch, a trap message is sent to any enabled SNMP Trap Receivers, and a
message is written to the trap log.
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To access the Trap Flags page, click Statisticsy RMON — Trap Manager —
Trap Flags in the navigation panel.

Figure 13-15. Trap Flags
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OSPFv2 Trap Flags

The OSPFv2 Trap Flags page is used to specify which OSPFv2 traps you want
to enable or disable. When the condition identified by an active trap is
encountered by the switch, a trap message is sent to any enabled SNMP Trap
Receivers, and a message is written to the trap log.

To access the OSPFv2 Trap Flags page, click Statisticsy  RMON — Trap
Manager — OSPFv2 Trap Flags in the navigation panel.
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Figure 13-16. OSPFv2 Trap Flags
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OSPFv3 Trap Flags

The OSPFv3 Trap Flags page is used to specify which OSPFv3 traps you want
to enable or disable. When the condition identified by an active trap is
encountered by the switch, a trap message is sent to any enabled SNMP Trap
Receivers, and a message is written to the trap log.

To access the OSPFv3 Trap Flags page, click Statisticsy RMON — Trap
Manager — OSPFv3 Trap Flags in the navigation panel.
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Figure 13-17. OSPFv3 Trap Flags
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Trap Log

The Trap Log page is used to view entries that have been written to the trap
log.

To access the Trap Log page, click StatisticsyRMON — Trap Manager —
Trap Log in the navigation panel.
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Figure 13-18. Trap Logs
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Click Clear to delete all entries from the trap log.
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Configuring SNMP (CLI)

This section provides information about the commands you use to manage
and view SNMP features on the switch. For more information about these
commands, see the Dell Networking N2000, N3000, and N4000 Series
Switches CLI Reference Guide at support.dell.com/manuals.

Configuring the SNMPv3 Engine ID

To use SNMPv3, the switch must have engine ID. You can specify your own
ID or use the default string that is generated using the MAC address of the
switch. If the SNMPv3 engine ID is deleted, or if the configuration file is
erased, then SNMPv3 cannot be used. Since the EnginelD should be unique
within an administrative domain, Dell recommends that you use the default
keyword to configure the Engine ID.

the following guidelines are recommended:

*  For standalone switches use the default keyword to configure the Engine
ID.

*  For a stack of switches, configure your own EnginelD, and verify that is
unique within your administrative domain.

Changing the value of SNMP EnginelD has important side-cffects. A user's
password (entered on the command line) is converted to an MD5 or SHA
security digest. This digest is based on both the password and the local engine
ID. The command line password is then destroyed, as required by RFC 2274.
Because of this deletion, if the local value of enginelD changes, the security
digests of SNMPv3 users will be invalid, and the users will have to be
reconfigured.

Beginning in Privileged EXEC mode, use the following commands to
configure an engine ID for SNMP.

Command Purpose

configure Enter Global Configuration mode
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Command Purpose

snmp-server enginelD  Configure the SNMPv3 Engine ID.
local { enginerd-string |

default}

* engineid-string — The character string that identifies the
engine ID. The engine ID is a concatenated hexadecimal
string. Fach byte in hexadecimal character strings is two
hexadecimal digits. Each byte can be separated by a
period or colon. (Range: 6-32 characters)

* default — The enginelD is created automatically, based
on the device MAC address.

exit Exit to Privileged EXEC mode.
show snmp engineid View the local SNMP engine ID.

Configuring SNMP Views, Groups, and Users

Beginning in Privileged EXEC mode, use the following commands to define
SNMP views, and SNMP groups, and local and remote SNMPv3 users.

Command Purpose

configure Enter Global Configuration mode

snmp-server view vzew-  Configure the SNMP view. When you configure groups,
name oid-tree {included users, and communities, you can specify a view to associate
| excluded} with the group, user, or community

* view-name — Specifies the name of the view. (Range: 1-
30 characters.)

* oid-tree— Specifies the object identifier of the ASN.1
subtree to be included or excluded from the view. To
identify the subtree, specify a text string consisting of
numbers, suchas 1.3 .6.2.4, oraword, such as
system. Replace a single subidentifier with the asterisk
(*) wildcard to specify a subtree family; for example
1.3.*%.4.

included — Indicates that the view type is included.

* excluded — Indicates that the view type is excluded.
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Command

Purpose

snmp-server group

Specify the identity string of the receiver and set the

groupname {v1 | v2 | v3 receiver timeout value.

{noauth | auth | priv}
[notify view-name]}
[context view-namel]
[read view-name] [write
view-name|

* groupname

Specifies the name of the group. (Range:
1-30 characters.)

* vl — Indicates the SNMP Version 1 security model.

v2 — Indicates the SNMP Version 2 security model.
v3 — Indicates the SNMP Version 3 security model.

noauth — Indicates no authentication of a packet.
Applicable only to the SNMP Version 3 security model.

auth — Indicates authentication of a packet without
encrypting it. Applicable only to the SNMP Version 3
security model.

priv — Indicates authentication of a packet with
encryption. Applicable only to the SNMP Version 3
security model.

view-name — Specifies the view (defined in the previous
step) to use for the context, notification, read, and write
privileges for the group.
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Command Purpose

snmp-server user Configure a new SNMPv3 user.
username groupnare
[remote engineid-string]

[{auth-md5 password | N '
auth-sha password | * groupname— Specifies the name of the group to which

auth-md5-key md5-key | the user belongs. (Range: 1-30 characters.)

* username — Specifies the name of the user on the host
that connects to the agent. (Range: 1-30 characters.)

auth-sha-key sha-key} * engineid-string— Specifies the engine ID of the remote

[priv-des password | SNMP entity to which the user belongs. The engine ID is

priv-des-key des-key]] a concatenated hexadecimal string. Each byte in the
hexadecimal character string is two hexadecimal digits.
The remote engine id designates the remote management
station, and should be defined to enable the device to
receive acknowledgements to "informs." (Range: 5-32
characters.)

¢ auth-md5 — The HMAC-MD5-96 authentication level.
e auth-sha — The HMAC-SHA-96 authentication level.
* password— A password. (Range: 1 to 32 characters.)

* auth-md5-key — The HMAC-MD5-96 authentication
level. Enter a pregenerated MD5 key.

auth-sha-key — The HMAC-SHA-96 authentication
level. Enter a pregenerated SHA key.

md5-key— Character string—length 32 hex characters.

sha-key— Character string—length 4§ characters.

priv-des — The CBC-DES Symmetric Encryption
privacy level. Enter a password.

priv-des-key — The CBC-DES Symmetric Encryption
privacy level. The user should enter a pregenerated MD5
or SHA key depending on the authentication level
selected.

* des-key— The pregenerated DES encryption key. Length
is determined by authentication method selected—32
hex characters if MD5 Authentication is selected, 48 hex
characters if SHA Authentication is selected.

exit Exit to Privileged EXEC mode.

show snmp views View SNMP view configuration information.
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Command Purpose

show snmp group View SNMP group configuration information.
[group_name]

show snmp user View SNMP user configuration information.
[user namel]

Configuring Communities

Beginning in Privileged EXEC mode, use the following commands to
configure access rights for SNMPv1 and SNMPv2.

Command Purpose

configure Enter Global Configuration mode

snmp-server community Configure the community string and specify access criteria
string [ro | tw | su] for the community.
[view view-namel]

. ; * community-string — Acts as a password and is used to
[ipaddress ip_address) y

authenticate the SNMP management station to the
switch. The string must also be defined on the NMS in
order for the NMS to access the SNMP agent on the
switch (Range: 1-20 characters)

* 10 — Indicates read-only access
¢ rw — Indicates read-write access.

* view-name

MIB view.

Specifies the name of a previously defined

* ip_address— Specifies the IP address of the management
station. If no IP address is specified, all management

stations are permitted
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Command Purpose

snmp-server community- Map the internal security name for SNMP vl and SNMP
group community-string v2 security models to the group name.
group-name [ipaddress

> * community-string — Community string that acts like a
1p-address|

password and permits access to the SNMP protocol.
(Range: 1-20 characters)

* group-name —Name of a previously defined group. The
group defines the objects available to the community.
(Range: 1-30 characters)

* p-address— Management station IP address. Default is
all IP addresses.

exit Exit to Privileged EXEC mode.

show snmp View SNMP settings and verify the configuration

350 | Configuring SNMP



Configuring SNMP Notifications (Traps and Informs)

Beginning in Privileged EXEC mode, use the following commands to allow
the switch to send SNMP traps and to configure which traps are sent.

Command

Purpose

configure

snmp-server enable traps
[acl | all | auto-copy-sw
| captive-portal cp-type
| dotlq | dvrmp | link |
maclock | multiple-
users | ospf ospftype |
ospfv3 ospfv3type | pim
| poe | snmp
authentication |
spanning-tree | stack |
virp]

snmp-server filter Alter-
name oid-tree {included

| excluded}

Enter Global Configuration mode

Specify the traps to enable. The captive portal, OSPF and
OSPFv3 traps include several different traps that can be
enabled. For more information, use the CLI command
help or see the CLI Command Reference.

Configure a filter for SNMP traps and informs based on
OIDs. Each OID is linked to a device feature or a feature
aspect.

* filter-name — Specifies the label for the filter record that
is being updated or created. The name is used to
reference the record. (Range: 1-30 characters.)

* ord-tree— Specifies the object identifier of the ASN.1
subtree to be included or excluded from the view. To
identify the subtree, specify a text string consisting of
numbers, suchas 1.3 .6.2.4, oraword, such as
system. Replace a single subidentifier with the asterisk
(*) wildcard to specify a subtree family; for example,
1.3.*%.4.

* included — Indicates that the filter type is included.

* excluded — Indicates that the filter type is excluded.
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Command Purpose

snmp-server host Aost-  For SNMPv1 and SNMPv2, configure the system to receive
addr [informs [timeout  SNMP traps or informs.

seconds| [retries retries| o 1o, 01
| traps version {1 | 2}]]
community-string [udp-
port port] [filter
fltername]

Specifies the IP address of the host (targeted
recipient) or the name of the host. (Range:1-158
characters).

informs — Indicates that SNMPv2 informs are sent to
this host

* timeout seconds— Number of seconds to wait for an
acknowledgment before resending informs. The default is
15 seconds. (Range: 1-300 characters.)

* retries— Maximum number of times to resend an inform
request. The default is 3 attempts.

* traps — Indicates that SNMP traps are sent to this host
— version 1 — Indicates that SNMPv] traps will be used
— version 2 — Indicates that SNMPv2 traps will be used

community-string — Specifies a password-like
community string sent with the notification operation.
(Range: 1-20 characters)

e port— UDP port of the host to use. The default is 162.
(Range: 1-65535 characters.)

fltername — A string that is the name of the filter that
defines the filter for this host. If unspecified, does not
filter anything (Range: 1-30 characters.)
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Command Purpose

snmp-server v3-host {7p- For SNMPv3, configure the system to receive SNMP traps
address | hostname} or informs.
username {traps |
informs} [noauth | auth
| priv] [timeout
seconds| [retries retries|
[udpport port] [filter
filtername| * username — Specifies user name used to generate the
notification. (Range: 1-25 characters.)

* ip-address — Specifies the IP address of the host
(targeted recipient).

* hostname — Specifies the name of the host. (Range: 1-
158 characters.)

* traps — Indicates that SNMP traps are sent to this host.

¢ informs — Indicates that SNMPv2 informs are sent to
this host.

* noauth — Specifies sending of a packet without
authentication.

e auth — Specifies authentication of a packet without
encrypting it

* priv— Specifies authentication and encryption of a
packet.

seconds — Number of seconds to wait for an
acknowledgment before resending informs. This is not
allowed for hosts configured to send traps. The default is
15 seconds. (Range: 1-300 seconds.)

retries— Maximum number of times to resend an inform
request. This is not allowed for hosts configured to send
traps. The default is 3 attempts. (Range: 0-255 retries.)

e port— UDP port of the host to use. The default is 162.
(Range: 1-65535.)

flter-name — Specifies the optional filter (defined with
the snmp-server filter command) to use for the host.
(Range: 1-30 characters.)

exit Exit to Privileged EXEC mode.

show trapflags View the status of the configurable SNMP traps.
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SNMP Configuration Examples

This section contains the following examples:
*  Contiguring SNMPvI and SNMPv2
*  Contfiguring SNMPv3

Configuring SNMPv1 and SNMPv2

This example shows how to complete a basic SNMPv1/v2 configuration. The
commands enable read-only access from any host to all objects on the switch
using the community string pub]1c and enable read-write access from any
host to all objects on the switch using the community string private.

This example also shows how to allow the switch to generate traps for all
features that produce traps. The traps are sent to the host with an IP address
of 192.168.3.65 using the community string public.

To configure the switch:
1 Configure the public community string.

consoleficonfigure
console (config) #snmp-server community public ro

2 Configure the private community string.
console (config) #snmp-server community private rw

3 Enable all traps and specify the IP address of the host where the traps
should be sent.

console (config) #snmp-server enable traps all
console (config) #snmp-server host 192.168.3.65
public

console (config) #exit

4 View the current SNMP configuration on the switch.

console#show snmp

Community-String Community-Access View Name IP Address
private Read/Write Default All
public Read Only Default All
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Community-String Group Name IP Address

private DefaultWrite All
public DefaultRead All

Traps are enabled.

Authentication trap is enabled.

Version 1,2 notifications

Target Addr. Type Community VersionUDP Filter TO Retries
Port Name Sec

192.168.3.65 Trap public 1 162

Version 3 notifications
Target Addr. Type Username Security UDP Filter TO Retries
Level Port Name Sec

System Contact:
System Location:

Configuring SNMPv3

This example shows how to complete a basic SNMPv3 configuration. The
commands create a view that includes objects from the internet MIB subtree
(OID 1.3.6.1), which includes all objects on the switch.

The user named admin has read-write privileges to all objects within the view
(in other words, all objects on the switch) after supplying the appropriate
authentication credentials (secretkey).

To configure the switch:

1

Conlfigure the view. view_snmpv3 and specify the objects to include.

consolef#configure
console (config) #snmp-server view view snmpv3
internet included

Create the group group_snmpv3 and allow read-write access to the view
configured in the previous step.

console (config) #snmp-server group group snmpv3 v3
auth read view snmpv3 write view_ snmpv3
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3 Create the user admin, assign the user to the group, and specify the
authentication credentials.

console (config) #snmp-server user admin
group_snmpv3 auth-md5 secretkey

4 Specify the IP address of the host where traps are to be sent. Packet
authentication using MD5-SHA is enabled for the traps.

console (config) #snmp-server v3-host 192.168.3.35
admin traps auth
console (config) #exit

5 View the current SNMP configuration on the switch. The output includes
the SNMPv1/2 configuration in the previous example.

console#show snmp

Community-String Community-Access View Name IP Address
private Read/Write Default All
public Read Only Default All
Community-String Group Name IP Address
private DefaultWrite All

public DefaultRead All

Traps are enabled.

Authentication trap is enabled.

Version 1,2 notifications

Target Addr. Type Community VersionUDP Filter TO Retries
Port Name Sec

192.168.3.65 Trap public 1 162

Version 3 notifications
Target Addr. Type Username Security UDP Filter TO Retries
Level Port Name Sec

192.168.3.35 Trap admin Auth-NoP 162 15 3

System Contact:
System Location:

356 | Configuring SNMP



console#fshow snmp views

Name OID Tree Type

Default iso Included

Default snmpVacmMIB Excluded

Default usmUser Excluded

Default snmpCommunityTable Excluded

view snmpv3 internet Included

DefaultSuper iso Included

console#show snmp group

Name Context Model Security Read Views Notify

Prefix Level Write

DefaultRead "" V1 NoAuth- Default "" Default
NoPriv

DefaultRead "" v2 NoAuth- Default "" Default
NoPriv

DefaultSuper "" V1 NoAuth- DefaultSuDefault Default
NoPriv per Super Super

DefaultSuper "" V2 NoAuth- DefaultSuDefault Default
NoPriv per Super Super

DefaultWrite "" V1 NoAuth- Default Default Default
NoPriv

DefaultWrite "" V2 NoAuth- Default Default Default
NoPriv

group_snmpv3 "" V3 Auth- view_snmpview_sn ""
NoPriv v3 mpv3

console#fshow snmp user

Name Group Name Auth Priv Remote Engine ID

Meth Meth
admin group_snmpv3 MD5 800002a203001ec9aaaald?
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Managing Images and Files

This chapter describes how to upload, download, and copy files, such as
firmware images and configuration files, on the switch. The topics covered in
this chapter include:

* Image and File Management Overview
*  Managing Images and Files (Web)
* Managing Images and Files (CLI)

* File and Image Management Configuration Examples

% NOTE: For information about the Auto Configuration feature that enables the
switch to automatically upgrade the image or load a new configuration file during
the boot process, see Automatically Updating the Image and Configuration.

Image and File Management Overview

What Files Can Be Managed?

Dell Networking series switches maintain several different types of files on
the flash file system. Table 14-1 describes the files that you can manage. The
table also lists the type of action you can take on the file, which is one or more
of the following:

*  Download the file to the switch from a remote system (or USB flash drive).
*  Upload the file from the switch to a remote system (or USB flash drive).

*  Copy the file from one location on the file system to another location.
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Table 14-1. Files to Manage

File Action Description
image Download  Firmware for the switch. The switch can
Upload maintain two images: the active image and
Copy the backup image.
startup-config Download  Contains the software configuration that
Upload loads during the boot process.
Copy
running-config Download ~ Contains the current switch configuration.
Upload
Copy
backup-config Download  An additional configuration file that serves
Upload as a backup.
Copy
Configuration script Download  Text file with CLI commands. When you
Upload activate a script on the switch, the
commands are executed and added to the
running-config.

Log files Upload Provides various information about events
that occur on the switch. For more
information, see Monitoring and Logging
System Information.

SSH key files Download ~ Contains information to authenticate SSH
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files for SSH:
* SSH-1 RSA Key File
* SSH-2 RSA Key File (PEM Encoded)

* SSH-2 Digital Signature Algorithm (DSA)
Key File (PEM Encoded)



Table 14-1.  Files to Manage

File

Action

Description

SSL certificate files

IAS Users

Download

Download

Contains information to encrypt,
authenticate, and validate HTTPS sessions.
The switch supports the following files for

SSL:

* SSL Trusted Root Certificate File (PEM
Encoded)

* SSL Server Certificate File (PEM
Encoded)

* SSL Diffie-Hellman Weak Encryption
Parameter File (PEM Encoded)

* SSL Diffie-Hellman Strong Encryption
Parameter File (PEM Encoded)

List of Internal Authentication Server (IAS)
users for IEEE 802.1X authentication. For
more information, see What is the Internal
Authentication Server?

Why Is File Management Needed?

This section provides some reasons why you might choose to manage various

files.

Image Files

The switch can store two firmware images, but only one is active. The other
image file is a backup image. By default, the switch has only one image. You
might copy an image or download an image to the switch for the following

reasons:

* To create a backup image

* To upgrade the firmware as new images become available

The Dell Networking series switches are named as follows:

< Switch name>v<version number> stk

Where the switch name is:
N4000 — Dell Networking 4000 series switch firmware for:
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*  N4032, N4032F, N4064, N4064F
N3000_N2000 — Dell Networking 2000/3000 series switch firmware for:

e N2024, N2048, N2024P, N2048P, N3024, N3024P. N3024F, N304,

N3048P

And the version number is:

Version Numbering Convention

Version number

Description

6 0 0 1

L=

Four part version number

Denotes the build number.

Denotes a scheduled maintenance release of the firmware.

Denotes a minor release of the firmware.

Denotes a major release of the firmware.

*  Major release numbers start at 6.

¢ Minor release numbers start at 0.

¢ Maintenance release numbers start at 0.

¢ Build numbers start at 1.

Examples:

* N3000_N2000v6.0.1.3.stk — N3000/N2000 series switch firmware version
6.0.1.3. This is the third build for the first maintenance release for the 6.0

major release.

e N4000v6.1.0.1.stk — N4000 series switch firmware version 6.1.0.1. This is
the first build for the first minor release after the 6.0 major release, i.c.,

release 6.1.

Configuration Files

Contfiguration files contain the CLI commands that change the switch from
its default configuration. The switch can maintain three separate
configuration files: startup-config, running-config, and backup-contig. The
switch loads the startup-config file when the switch boots. Any configuration
changes that take place after the boot process completes are written to the
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running-config file. The backup-config file does not exist until you explicitly
create one by copying an existing configuration file to the backup-config file
or downloading a backup-contig file to the switch.

You can also create configuration scripts, which are text files that contains
CLI commands.

: You must use the 0 manage configuration scripts. The configuration
% NOTE: Y t use the CLI t figurat ts. Th figurat
scripting feature is not available from the web interface.

When you apply (run) a configuration script on the switch, the commands in
the script are executed in the order in which they are written as if you were
typing them into the CLL. The commands that are executed in the
configuration script are added to the running-config file.

You might upload a configuration file from the switch to a remote server for
the following reasons:

*  To create a backup copy
* To use the configuration file on another switch
*  To manually edit the file

You might download a configuration file from a remote server to the switch
for the following reasons:

* To restore a previous configuration
* Toload the configuration copied from another switch
* Toload the same configuration file on multiple switches

Use a text editor to open a configuration file and view or change its contents.

SSH/SSL Files

If you use OpenManage Switch Administrator to manage the switch over an
HTTPS connection, you must copy the appropriate certificate files to the
switch. If you use the CLI to manage the switch over an SSH connection, you
must copy the appropriate key files to the switch.

What Methods Are Supported for File Management?

You can use any of the following protocols to download files from a remote
system to the switch or to upload files from the switch to a remote system:
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 TFTP

 SFIP
 SCP
« TP

e HTTP (Web only)
e HTTPS (Web only)

You can also copy files between the file system on the internal flash and a
USB flash drive that is connected to the external USB port.

What Factors Should Be Considered When Managing Files?

Uploading and Downloading Files

To use TFTP, SFTP. SCP, or FTP for file management, you must provide the
IP address of the remote system that is running the appropriate server (TFTP,
SFTPE SCP or FTP). Make sure there is a route from the switch to the remote
system. You can use the ping command from the CLI to verify that a route
exists between the switch and the remote system.

If you are downloading a file from the remote system to the switch, be sure to
provide the correct path to the file and the correct file name.

Managing Images

When you download a new image to the switch, it overwrites the backup
image, if it exists. To use the new image, you must activate it and reload the
switch. The image that was previously the active image becomes the backup
image after the switch reloads. If you upgrade to a newer image and find that
it is not compatible with your network, you can revert to the original image.

If you activate a new image and reload the switch, and the switch is unable to
complete the boot process due to a corrupt image or other problem, you can
use the boot menu to activate the backup image. You must be connected to
the switch through the console port to access the boot menu. The image files
may contain firmware for the PHY processors on the switch. The PHY
firmware may be updated to the firmware version supported by the switch
firmware during the boot process o, in the case of switches that support the
hot swap of cards, when the card is inserted into the switch.
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Editing and Downloading Configuration Files

Each configuration file contains a list of executable CLI commands. The
commands must be complete and in a logical order, as if you were entering
them by using the switch CLL

When you download a startup-config or backup-config file to the switch, the
new file replaces the previous version. To change the running-contig file, you
execute CLI commands either by typing them into the CLI or by applying a
configuration script with the script apply command. The startup-config and
backup-contfig files can also be applied to the running-config by using the
script apply command.

Creating and Applying Configuration Scripts

When you use configuration scripting, keep the following considerations and
rules in mind:

*  The application of scripts is partial if the script fails. For example, if the
script executes four of ten commands and the script fails, the script stops
at four, and the final six commands are not executed.

*  Scripts cannot be modified or deleted while being applied.

*  Validation of scripts checks for syntax errors only. It does not validate that
the script will run.

* The file extension must be .scr.

* A maximum of seven scripts are allowed on the switch.

*  The combined size of all script files on the switch cannot exceed 2 MB.
*  The maximum number of configuration file command lines is 2000.

You can type single-line annotations in the configuration file to improve
script readability. The exclamation point (1) character flags the beginning of a
comment. The comment flag character can begin anywhere within a single
line, and all input following this character to the end of the line is ignored.
Any line in the file that begins with the “I” character is recognized as a
comment line and ignored by the parser.

The following example shows annotations within a file (commands are bold):

! Script file for displaying management access
show telnet !Displays the information about remote
connections
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! Display information about direct connections
show serial
! End of the script file

Managing Files on a Stack

Image files downloaded to the master unit of a stack are automatically
downloaded to all stack members. If you activate the backup image on the
master, it is activated on all units as well so that when you reload the stack, all
units use the same image.

The running-config, startup-config, and backup-config files, as well as all keys
and certificates are synchronized across the stack when the running-config
file is saved to the startup-config file.

Configuration scripts are not distributed across the stack and only exist on
the unit that is the master unit at the time of the file download.

Uploading Configuration Files by Using SNMP

When you use SNMP to upload a configuration file to a TFTP server, the
agentTransferUploadFileName object must be set to the local filename,
which is either startup-config or backup-config.

How Is the Running Configuration Saved?

Changes you make to the switch configuration while the switch is operating
are written to the running-config. T